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Abstract: The development of artificial intelligence (Al) is driving the use of chatbots to improve
customer service. However, measuring the quality of chatbots remains a crucial issue despite the
importance of customer satisfaction. This research aims to develop a model for measuring the quality of
Al chatbot customer service by integrating technical dimensions, conversational capability, and
anthropomorphism to align with advancements in modern Al chatbots. This research adopts established
models such as SERVQUAL, DeLone and McLean, HOT fit, and AICSQ. The quantitative approach
uses Partial Least Squares Structural Equation Modeling (PLS-SEM). Data was collected in two stages:
a pretest with 83 respondents and a nomological test with 218 respondents using the Telkomsel
Veronika chatbot. The test results show that only the information quality and system quality variables
significantly directly influence satisfaction, and only the conversational capability variable directly
influences satisfaction and trust, which strengthens the intention to continue using the chatbot. This
research contributes to the development of a chatbot evaluation model by highlighting the importance
of technical and conversational capability dimensions in shaping user experience. IFurther research could
expand the context to various service sectors, as well as consider local cultural and linguistic factors.

Keywords: Al chatbot, Conversational capability, Customer service, Intention of continuous use, Trust, User satisfaction.

1. Introduction

Currently, the use of artificial intelligence (AI) worldwide continues to increase. Chatbots have
become very popular in the private sector, such as banking, media, and tourism [17. Chatbots have been
widely implemented by companies for customer service [27] to provide information and serve customers
because they can reduce employee workload 37, service costs, service waiting times, and the ability to
create openness and transparency of information [47]. As many as 55% of companies use chatbots to
support customer service. Chatbots are most frequently used for sales (41%), customer support (37%),
and marketing (17%) [57].

Chatbot Al leverages advanced technologies such as Natural Language Processing (NLP) and
Machine Learning (ML) to provide personalized, real-time communication, thereby improving service
delivery and customer satisfaction. As Al technology advances, chatbots can now perform more complex
tasks, such as information and document retrieval [47]. Chatbots are predicted to become a necessity for
companies in customer service, as they are more proactive, respond quickly to customer questions, and
are available 24/7 for customer satisfaction [67]. For companies, using chatbots can save costs and
provide better and faster service [7].
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Although chatbots can offer automated solutions, the quality of the interactions they provide remains
a crucial issue in determining customer satisfaction levels [87]. Measuring the quality of chatbots is not
only important to ensure they can provide fast and accurate responses, but also to improve the overall
customer experience. A high-quality chatbot is one that can effectively understand and respond to
customer needs, significantly reducing service time and potentially increasing user engagement, loyalty,
and satisfaction [97]. Additionally, the quality of communication between chatbots and customers, such as
anthropomorphism and communication style, plays a significant role in determining user satisfaction and
driving greater consumer engagement [10]. On the other hand, poor chatbot quality can negatively
impact customer experience and even decrease customer trust in the company's services. Chatbots that
frequently fail to meet user expectations, such as failing to understand and resolve complex questions,
can lead to negative customer emotions [117]. Additionally, when chatbots do not provide good
responses, a lack of empathy can lead to customer dissatisfaction with the service [127].

Therefore, effective chatbot quality measurement can help identify existing shortcomings in a
company's chatbot system, as well as provide solutions for improvements that can enhance the overall
customer experience. Measuring chatbot quality includes analyzing how chatbots can create emotional
connections with users. Interactions that evoke empathy and understanding can strengthen the
relationship between customers and companies, as well as increase customer satisfaction and loyalty [97].

Given the widespread use of chatbots across various fields, many researchers are also studying the
scale of service quality in the business sector [137. However, the issue of service quality provided by
chatbots still poses a challenge, particularly in terms of customer satistaction [87. One of the main issues
is how to measure the quality of chatbots, as the standards for measuring chatbot quality are not entirely
clear, as evidenced by the diverse approaches and frameworks proposed in recent research. As Al
chatbots continue to advance, ongoing research will be needed to align service quality metrics with new
capabilities and user expectations [147]. An effective chatbot should be able to provide relevant
information, manage interactions naturally, and handle customer requests quickly and accurately [97]. On
the other hand, factors such as understanding the context of the conversation, response speed, and its
ability to provide adequate solutions also play a role in assessing the quality of a chatbot. According to
Song et al. [157 it is necessary to analyze chatbot user experience to achieve higher levels of trust.

The leading theoretical framework used for measuring and evaluating the quality of both offline and
application-based services is the SERVQUAL model [167]. Many researchers have used SERVQUAL to
measure service quality, such as in public health services, educational services, public transportation
services, tourism services, government employment services, and urban services. However, the
dimensions and scale of service quality become a challenge when implemented within the framework of
Al chatbot services. First, the five SERVQUAL dimensions, tangibles, reliability, responsiveness,
assurance, and empathy, do not fully represent the characteristics of Al chatbot services. Second,
traditional human-based services differ from Al chatbot services, which are supported by advanced
technology that allows Al chatbots to have human-like capabilities such as answering questions and
describing product features [37], expressing emotions [117], and thinking intelligently [177].

Additionally, the HOT-FIT (Human, Organization, and Technology Fit) method [187 is very
important because it covers three aspects that influence technology acceptance and success: human,
organizational, and technological aspects. The hot-fit model is quite adaptable because it can be used to
evaluate the effectiveness and efficiency of information systems, especially in the public sector (197 and
to evaluate hospital Electronic Medical Record (EMR) systems [207]. However, the dimensions and
measurement scale of HOT-FIT, when applied to measure the quality of Al chatbots, pose a challenge
because they do not explicitly include transparency, data security, and ethics [197. In fact, in customer
service, chatbots handle personal data, provide accurate responses, and offer conversational interactions.

Previous models and theories in the development of this chatbot quality measurement model are
important because, first, the multidimensional characteristics of chatbots refer to their ability to handle
various dimensions or aspects of interaction and service. By synthesizing established models, the quality
assessment of chatbots can be more comprehensive and remain relevant to current developments. Second,
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each quality measurement model has its own limitations. By combining several models, the shortcomings
of one model can be overcome with the strengths of others, providing more accurate and balanced
measurement results [217]. Third, for applications operating in different environments, quality
measurement needs to be adjusted to account for various conditions and requirements [227].

This study aims to develop a model to measure the quality of Al chatbot services within the scope of
customer service, serving as a framework for evaluating and improving the quality of Al chatbot services
in this domain. To expand this research, two research questions are posed: first, what are the
comprehensive dimensions for measuring the quality of Al chatbot services within the scope of customer
service? Second, how can the quality of Al chatbot services be effectively measured within this scope?

To develop a measurement model for Al chatbot customer service quality, a quantitative method is
used through outer model testing, namely convergent validity testing, discriminant validity testing,
reliability testing, and inner model testing, namely path coefficient testing and specific indirect effect
testing. This Al chatbot customer service quality measurement model goes through three rounds of data
collection and statistical testing: the pretest stage, the instrument strengthening stage, and the
nomological testing stage.

The results of this study contribute to the study of measuring the quality of Al chatbot services,
particularly in customer service. Theoretically, this study aims to develop dimensions that
comprehensively meet the context of advanced Al chatbot services. Empirically, this research constructs
an Al chatbot service quality measurement model based on user perceptions of satisfaction with Al
chatbot customer service usage. Practically, it produces a comprehensive model that can be used to
evaluate and assess chatbot quality in a holistic customer service context.

2. Theoretical Background
2.1. Chatbot AI in Customer Service

The development of chatbots in customer service has undergone a significant transformation with
advancements in artificial intelligence (AI) technology. Initially, chatbots were used to automatically
answer basic questions. However, they can now handle more complex tasks, such as problem-solving,
service personalization, and more natural interactions with customers.

The development of Al technology has enabled chatbots to use natural language processing (NLP)
to answer questions and describe product features [37] in a manner similar to humans providing service,
as they possess the ability to express emotions [117] and think intelligently 177]. Chatbots are generally
integrated with websites and online social networks [47]. Chatbot AI can provide users with the
information they need by utilizing existing data from various sources, such as documents, websites,
operational systems, and social media [17]. Chatbots offer several advantages, such as the ability to answer
questions and provide solutions faster and more efficiently than human-to-human interaction. Users can ask
questions anytime, anywhere, and receive quick responses, allowing for 24-hour communication without time
constraints [237). They are user-friendly, make users feel safe, and simplify daily life.

Overall, the implementation of Al chatbots in customer service has brought positive changes to
customer relationship management by providing real-time responses and improving service efficiency.
However, challenges such as technological anxiety and the need for transparency still need to be
addressed to ensure optimal adoption and effectiveness [247]. With rapid changes in technology and
social structures, companies are increasingly striving to build a competitive advantage through improved
service quality, which is a key factor influencing user satisfaction and behavior.

2.1.1. Quality of AI Chatbot Service Customer

Services generally involve two subjects: the service provider (organization) and the service user
(customer). The service provider will strive to the best of their ability to provide the best service to the
customer to ensure customer satisfaction. Advances in artificial intelligence (AI) technology are driving
the development of Al chatbots to enhance customer service, making them the latest innovative service.
This allows AI chatbots to be anthropomorphic, meaning they possess emotional intelligence and
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characteristics similar to human-provided services, but can surpass humans in certain aspects of
intelligence, such as data and information storage, computing power, and learning ability.

More and more research is exploring the dimensions and scales of website-based service quality, such
as WEBQUAL [257, EGSQUAL [267, and it is developing in various fields such as retail services and in
various other industries and sectors [16]. Many researchers are using the dimensions of the
SERVQUAL model [167] to measure service quality, such as public health services [27], education
services [287, public transportation services [297], tourism services [80], government employment
services 317, and urban services [32].

Additionally, the DeLone and McLean [337 is widely used to assess the quality of information
systems in areas such as healthcare [347, fintech [357], accounting [36], m-banking [87], e-learning
[887, and tourism [307]. Furthermore, the HOT-fit model [187 is also widely used to evaluate the
effectiveness and efficiency of information systems, especially in the public sector [197] and to evaluate
hospital Electronic Medical Record (EMR) systems [207].

However, these dimensions for measuring website-based service quality are not comprehensive enough to be
applied to Al chatbots. This is because Al chatbots have advanced features that can perform more complex tasks,
such as information and document retrieval [47]. Additionally, Al chatbots adopt anthropomorphic
characteristics, meaning they can possess emotional intelligence, such as using emoticons to represent
attitudes and emotional expressions [397]. Furthermore, conversations with Al chatbots are designed to
be increasingly interactive [407] with communication characteristics similar to the service provided by
humans, featuring a natural language style and familiar interactions [417].

Thus, the emergence of these new dimensions underscores the need for updating the service quality
evaluation model to better align with the context of Al chatbots in customer service, particularly the
unique aspects of Al technology that integrate anthropomorphism and communication capabilities into
the user interaction experience.

2.1.2. Measuring the Quality of AI Chatbot Services

The Al chatbot quality measurement model developed by Chen et al. [427] called AICSQ (Artificial
Intelligence Customer Service Quality) has seven constructs: semantic understanding, close human-Al
collaboration, human-like, continuous improvement, personalization, cultural adoption, and efficiency.
The findings support that all seven dimensions of AICSQ positively influence user satisfaction, perceived
value, and intention to continue using Al chatbots. The AICSQ model has been established for the
evaluation of Al chatbots. The AICSQ model already includes a human-like dimension, but it does not yet
emphasize the technical aspects of conversation. Therefore, "human-like" in the AICSQ study as a single
variable needs to be broken down into a more operational form through anthropomorphism and
conversation capability.
Future research directions will expand human-like capabilities into two important perspectives:
anthropomorphism and conversational capability. Anthropomorphism emphasizes the extent to which
chatbots exhibit human-like attributes such as persona, communication style, and empathy, while
conversational capability reflects the technical ability of chatbots to maintain natural, coherent, and
interactive conversations just like humans. This approach is expected to provide a deeper understanding
of how human-like characteristics in chatbots contribute to improved service quality and customer
satisfaction. Additionally, based on the recommendations for future research, it is requested that trust
factors influencing customer intention with Al chatbots be included, as well as the development of
AICSQ for various industries and chatbot types [427].

3. Methodology

The development and measurement of the Al chatbot quality construct in this study integrates
several methodological frameworks to be more systematic and comprehensive. First, Churchill's
purification paradigm [437] served as the initial basis for systematic steps in developing and refining
construct measurement instruments to achieve high validity and reliability. Second, the approach
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Anderson and Gerbing [447] use is a two-step SEM approach that separates the testing of the
measurement model and the structural model. Third, the approach Hair et al. [457] provides technical
guidance for evaluating PLS-SEM models. The integration of these three approaches results in a
comprehensive seven-step procedure capable of producing valid and reliable instruments, as well as a
model that is fit for measuring the quality of Al chatbots in customer service. Here are the seven steps of
research:

( )
Stage 1. Construct Definition & Item Development (Churchil, 1979)

é R
Stage 2. Inttial Instrument Testing (Pilot Test) (Churchil, 1979)

4 b
Stage 3. Scale Punfication (Churchil, 1979)

r R
Stage 4. Collection of New Data (Churchil, 1979)

[ R
Stage 5. Measurement Model Test (Anderson & Gerbmg (1988), Hair et al (2017))

rStage 6. Structural Model Test (Anderson & Gerbing (1988), Hair et al (2017)) h

~

Stage 7. Norm Development (Churchil, 1979)

\e. ),

Figure 1.
Research Stages.
Source: Churchill Jr [4387; Anderson and Gerbing [44] and Hair et al. [4:5].

4. Results
4.1. Construct Definition & Item Development

The first step is to define the construct, which was done based on a literature review of scales
relevant to service quality. The selection of dimensions for measuring the quality of Al chatbots in this
study is based on a synthesis of several information system and service quality evaluation models, such
as SERVQUAL Parasuraman, et al. [167], DeLone and McLean [837], HOT-fit [187 and AICSQ [427]
and is further supported by contributions from DeLone and McLean [337 and is further supported by
contributions from DeLone and McLean [337] model and the Hot-fit model, which underscores the
importance of chatbot interface design elements, response speed, assurance, empathy, and technical
support in influencing users' perceived service quality. This dimension holds particular relevance in the
context of Al chatbots, as the quality of digital service is always evaluated based on how chatbots
provide satisfying responses, support, and interactions.

System Quality is adapted from the Del.one & McLean model and HOT-fit, which emphasizes
technical quality, such as the technical quality of the chatbot, including ease of use, response speed,
system reliability, accessibility, access speed, and security. In Al chatbots, this factor becomes crucial
because system stability and ease of interaction determine the success of the user experience.

Information Quality is adapted from the DeLone & McLean model and HOT-fit, which emphasize
the quality of information provided by chatbots, such as information accuracy, relevance, up-to-date
information, and clarity. In the context of chatbots, information quality determines whether users feel
helped and trust the answers provided by the chatbot regarding the truth and novelty of the
information.
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Anthropomorphism is adopted from the latest AICSQ (Artificial Intelligence Customer Service
Quality) model by Chen et al. [427] called Human-like, which emphasizes the anthropomorphic nature of
Al namely the ability of chatbots to exhibit human-like qualities such as emotional intelligence,
personal closeness, and emotional expression. This is important because anthropomorphism has been
proven to increase psychological closeness and user satisfaction [467] and can increase user trust [47].
These findings collectively highlight the significant influence of anthropomorphism on user satisfaction
across various technological interfaces and applications.

Conversational Capability is adapted from the Conversational Flow dimension created by Hmoud et
al. [487, who successfully developed and validated a framework in the form of a rubric to assess the
effectiveness of Al chatbots. Additionally, based on Human-Computer Interaction (HCI), which is
recognized for its important role in developing user-friendly and effective computing systems,
particularly Al-based chatbots [497. HCI has evolved to prioritize user experience, focusing on intuitive
and natural interactions. Chatbots, as conversational interfaces, should facilitate user experience,
emphasizing intuitive interactions and natural dialogue [507]. The importance of conversation quality in
chatbots was also highlighted by Silva and Canedo [517, who stated that the naturalness and clarity of a
chatbot are key conversational attributes that can influence user satisfaction. As Al technology,
particularly NLP, continues to advance in interpreting and generating human language, techniques such
as Natural Language Understanding and Natural Language Generation are crucial for creating
contextually coherent and relevant responses[527].

Table 1.
Definitions of Al Chatbot Dimensions.
Dimensions Description Reference
Evaluating service aspects provided by chatbots, | Parasuraman et al. [16], Yusof et al. [187,
such as tangibles, responsiveness, assurance, | DeLone and McLean s3],

Service Quality

empathy, and technical support.

Chen et al. [427, Moller et al. [537] and
Ashfaq et al. [54]

System Quality

Assessing the technical quality level of chatbots,
including ease of use, reliability, response time,
security, accessibility, and availability.

Yusof et al. (187 and DeLone and McLean
[33]

Information Quality

Assessing the quality of information provided by
chatbots, such as accuracy, completeness, relevance,
timeliness, and ease of understanding.

Yusof et al. [187], DeLone and McLean
[338], Moller et al. [537] and Ashfaq et al.

[54]

Anthropomorphism

Assessing the chatbot's ability to exhibit human-like
qualities, such as human-like social cues, human-like
personality, and emotional capability.

Chen et al. [427, Moller et al. [537, Noor
et al. [557] and Zhang et al. [56]

Conversational
Capability

Assessing  chatbot  capabilities in
conversations, such as naturalness,
appropriateness, and engagement.

managing
language

Chen et al. [427, Moller et al. [537, Hsu
and Lin [577] and Li et al. [58]

User Satisfaction

Measuring user satisfaction with the experience of
interacting with the chatbot, both emotionally,
cognitively, and with the overall service.

DeLone and McLean [3387 and Chen et al.
[42]

Intention of

Continuous Use

Users' intention to continue using Al chatbots in the
future

DeLone and McLean [337, Chen et al.
[427] and Kim and Yum [597]

Trust

User trust in Al chatbots

DeLone and McLean [837, Ciechanowski
et al. [477] and Noor et al. [557]
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Figure 2.
Proposed Research Model.

Figure 2 is a conceptual model illustrating the hypothesis of the relationship between the main
determinants of Al chatbot customer service quality. Variables such as service quality, information
quality, system quality, anthropomorphism, and conversational capability are expected to temporarily
influence user satisfaction and trust in Al chatbots. In turn, user satisfaction and trust are expected to
affect users' intention to continue using the chatbot.

4.2. Construct Definition & Item Development

Initial data collection in this study was conducted by distributing questionnaires using a 1-5 Likert
scale, where scale 1 indicates "strongly disagree" and scale 5 indicates "strongly agree." The
questionnaire instrument was developed based on the indicators that had been established in the
previous stage, with the aim of testing the extent to which the statements in the questionnaire could be
clearly understood by the respondents and did not lead to multiple interpretations. The respondents in
this initial study were users of Telkomsel's Veronika chatbot, selected for their relevance to the research
context regarding the quality of Al chatbots in customer service. The number of respondents
participating in this initial stage was 83. The questionnaire distribution method was carried out in two
ways: online and offline. Online distribution utilized a Google Form link, which was shared through
Telkomsel user communication groups or networks. Meanwhile, offline distribution involved delivering
printed questionnaires to users who had directly interacted with the Veronika chatbot. This initial data
collection phase was not intended to test the research hypothesis but rather focused on evaluating
whether the questionnaire instrument, particularly the developed indicator items, could be well
understood by the respondents. Thus, the results of this initial data collection will serve as the basis for
refining the instrument before proceeding to further testing with a larger number of respondents.

4.8. Scale Purification

The scale purification stage is carried out to ensure that the research instrument used has an
adequate level of reliability and validity before being used for model testing. First, reliability testing was
conducted using Cronbach's Alpha and Composite Reliability (CR) values; values above 0.70 indicate
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that the statement items are consistent across the measured variables [607]. Second, convergent validity
is considered fulfilled if the AVE value is above 0.50, which confirms that the indicators within a
construct are correlated with each other.

Table 2.
Scale Purification.
Cronbach's alpha Composite reliability Average variance extracted
(rho_c) (AVE)
System Quality 0.885 0.913 0.636
Information Quality 0.882 0.914 0.680
Service Quality 0.889 0.919 0.693
Anthropomorphism 0.781 0.872 0.694
Conversational Capability 0.739 0.851 0.656
User Satisfaction 0.843 0.906 0.762
Trust 0.705 0.829 0.617
Intention of Continuous Use 0.776 0.870 0.690

Based on Table 2, the data processing results show that all constructs meet the criteria for
reliability and convergent validity. The System Quality construct obtained a Cronbach's Alpha value of
0.885, a Composite Reliability (CR) of 0.913, and an Average Variance Extracted (AVE) of 0.636. The
Information Quality construct had a Cronbach's Alpha of 0.882, CR of 0.914, and AVE of 0.680. Both
constructs demonstrate excellent internal consistency and adequate convergent validity. For the Service
Quality construct, Cronbach's Alpha was 0.889, CR was 0.919, and AVE was 0.693, indicating very
strong reliability. The Anthropomorphism construct also meets the criteria with a Cronbach's Alpha of
0.781, CR ot 0.872, and AVE of 0.694. The Conversational Capability construct has a Cronbach's Alpha
of'0.739, CR of' 0.851, and AVE of 0.656, which, although relatively lower than the other constructs, still
exceeds the recommended threshold. Furthermore, the User Satisfaction construct demonstrates high
internal consistency with a Cronbach's Alpha of 0.843, CR of 0.906, and AVE of 0.762. The Trust
construct is also deemed reliable with a Cronbach's Alpha of 0.705, CR of 0.829, and AVE of 0.617. The
Intention of Continuous Use construct achieves a Cronbach's Alpha of 0.776, CR of 0.870, and AVE of
0.690, indicating that the instrument has good reliability and strong convergent validity. Overall, these
results indicate that all constructs used in the study have met the criteria for reliability and convergent
validity. Therefore, the research instrument can be declared suitable for use in the subsequent structural
model analysis stage.

4.4. New Data Collection

After the scale purification stage resulted in a valid and reliable research instrument, the next step
was to collect new data from a larger sample of 213 respondents. This number was chosen to meet the
needs of quantitative analysis, particularly in the Partial Least Squares—Structural Equation Modeling
(PLS-SEM) approach, which requires a sufficiently large sample size for more reliable and
representative analysis results [61].

The questionnaire was distributed online through the Google Forms platform. The data obtained at
this stage was no longer solely to test respondents' understanding of the statement items but was used
directly for testing the research model. Using this new data, a PLS-SEM analysis was conducted to test
the relationships between latent variables, assess the quality of the measurement model and the
structural model, and test the formulated hypotheses. With new data collection involving a larger
number of respondents, this study is expected to provide more methodologically robust testing results
and support more valid conclusions regarding the quality of Al chatbots in user experience-based
customer service.
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4.5. Test of the Measurement Model (Outer Model)

After a sufficient amount of data has been collected, the next step is to assess the validity and
reliability of the research instrument. This testing aims to ensure that the constructs used are truly
well-measured and can accurately represent the latent variables.

First, reliability testing was conducted: Cronbach's Alpha and Composite Reliability (CR > 0.70). A
construct is considered reliable if its CR value is greater than 0.70 [607].

Table 3.
Reliably Testing: Cronbach’s Alpha and Composite Reliability.
Cronbach's Composite reliability Average variance extracted
alpha (rho_c) (AVE)
System Quality 0.913 0.913 0.933
Information Quality 0.913 0.915 0.935
Service Quality 0.908 0.912 0.931
Anthropomorphism 0.860 0.866 0.915
Conversational Capability 0.875 0.877 0.923
User Satisfaction 0.929 0.929 0.955
Trust 0.889 0.890 0.931
Intention of Continuous Use 0.932 0.932 0.957

Table 3, which illustrates all the constructs in this study, shows excellent criteria. The System
Quality construct has a Cronbach's Alpha of 0.913, CR of 0.913, and AVE of 0.933. This indicates very
high internal consistency and the indicator's ability to explain construct variance exceeding the
minimum threshold. The Information Quality construct obtained a Cronbach's Alpha of 0.913, CR of
0.915, and AVE of 0.935, which also indicates strong reliability and convergent validity. Similarly, the
Service Quality construct recorded a Cronbach's Alpha of 0.908, CR of 0.912, and AVE of 0.931. The
Anthropomorphism construct had values of Cronbach's Alpha 0.860, CR 0.866, and AVE 0.915, while
Conversational Capability obtained Cronbach's Alpha 0.875, CR 0.877, and AVE 0.923. The User
Satisfaction construct demonstrated Cronbach's Alpha of 0.929, CR of 0.929, and AVE of 0.955.
Furthermore, the Trust construct also meets the criteria with Cronbach's Alpha 0.889, CR 0.890, and
AVE 0.931. Finally, the Intention of Continuous Use construct demonstrates excellent reliability and
convergent validity with a Cronbach's Alpha of 0.932, CR of 0.932, and AVE of 0.957. Overall, the test
results indicate that all constructs used in the study have met the requirements for reliability and
convergent validity with very satisfactory values. This indicates that the research instrument is truly
capable of measuring the intended constructs, making it suitable for use in structural model testing at
the next stage.

Second, convergent validity testing was conducted using the Convergent Validity: Outer Loading
(=0.70) value [627]. The results of the outer loading test show that all indicators for each construct have
values above 0.70, indicating that these indicators effectively reflect the measured constructs. For
example, Anthropomorphism (3 indicators) has loadings between 0.852 and 0.909, and Conversational
Capability (8 indicators) has loadings between 0.891 and 0.902. Similarly, indicators for other constructs
such as Information Quality (5 indicators) range from 0.828 to 0.889, Service Quality (5 indicators) from
0.806 to 0.890, System Quality (6 indicators) from 0.733 to 0.876, Trust (3 indicators) from 0.891 to
0.913, User Satisfaction (3 indicators) from 0.923 to 0.947, and Intention of Continuous Use (3
indicators) from 0.935 to 0.940. All these values exceed the recommended minimum threshold of 0.70,
thus satisfying the criteria for convergent validity. Therefore, it can be concluded that the indicators
used in this research model are valid and appropriate for measuring the relevant constructs.

Third, discriminant validity testing was conducted using the Fornell-Larcker criterion, cross-
loading, and HTMT (<0.90) to assess whether the constructs were truly distinct from other constructs.
An HTMT value less than 0.90 indicates that the tested constructs have good discrimination, so there is
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no overlap between the latent variables [637. A construct is said to have good discriminant validity if
the HTMT value is below the threshold of 0.90 [637, although for exploratory research, values up to
0.95 are still acceptable [647]. The HTMT test indicates that most of the HIMT values between
constructs are below 0.90, thus meeting the criteria for discriminant validity.

However, there are several pairs of constructs that are close to the threshold, such as between
Anthropomorphism and Conversational Capability (0.938), Conversational Capability and Information
Quality (0.941), Conversational Capability and Service Quality (0.943), TR and Intention of Continuous
Use (0.911), User Satisfaction and Intention of Continuous Use (0.948), Information Quality and Service
Quality (0.933), and Information Quality and System Quality (0.932). This value is still acceptable
because it falls within the commonly used tolerance range of 0.95 for exploratory research [647]. Thus,
the constructs in this study are declared to have adequate discriminant validity, making the outer model
suitable for testing the structural model.

4.6. Test of the Structural Model (Inner Model)

This test aims to evaluate the relationships between latent constructs in the research model and
assess the model's ability to explain endogenous variables. Some criteria used in evaluating the inner
model include: first, the coeflicient of determination (R?); second, effect size (f*) and predictive relevance
(Q?); third, SRMR (Standardized Root Mean Square Residual); and fourth, bootstrapping. The coefticient
of determination (R®) is used to assess the ability of exogenous variables to explain endogenous variables.

First, the coefficient of determination (R®) is used to assess the ability of exogenous variables to
explain endogenous variables.

Table 4.
Determinantion Coefficient Test (R?).
R-square R-square adjusted
Intention of Continuous Use 0.835 0.834
Trust 0.733 0.725
User Satisfaction 0.763 0.757

Table 4 shows that the Intention of Continuous Use construct has an R-squared value of 0.835
(adjusted 0.834). This means that the exogenous variables in the model are able to explain 83.5% of the
variability in the Intention of Continuous Use, with the remaining 16.5% influenced by factors outside
the research model. This value falls into the very strong category according to the criteria [65]. The
Trust construct has an R-squared value of 0.733 (adjusted 0.725). This indicates that 73.3% of the
variation in Trust can be explained by the exogenous constructs influencing it, with the remaining 26.7%
attributed to other factors outside the model. According to classification standards, this value falls into
the strong category. The User Satisfaction construct has an R-squared value of 0.763 (adjusted 0.757),
meaning that 76.8% of the variation in User Satisfaction is explained by the exogenous constructs within
the model, while 23.7% is due to external factors. Overall, the R-squared values for the three endogenous
constructs are in the strong category, indicating that the structural model developed in this study
possesses high predictive capability.

Second, the effect size (f*) is used to assess the predictive power of the model. Referring to the criteria
[667] an f* value of 0.02 is considered small, 0.15 is considered medium, and 0.35 is considered strong.
The results of the effect size test (*) showed variations in the strength of influence between constructs in
the research model. First, the Anthropomorphism construct has a very small influence on Trust with an
t* value of 0.008, and contributes almost nothing to User Satisfaction with a value of 0.000. Second,
Conversation Capability has a small effect on Trust (0.014) and a moderate effect on User Satistaction
(0.061). Third, the Intention of Continuous Use does not show a significant effect on other constructs, as
indicated by its very low {* value. Fourth, Information Quality contributes very little to Trust (0.003) but
moderately to User Satisfaction (0.053). Fifth, Service Quality has a very small impact on both Trust
(0.002) and User Satisfaction (0.001). Sixth, System Quality shows a small impact on Trust (0.044) and a
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moderate impact on User Satisfaction (0.136). Next, the Trust path with Intention of Continuous Use has
a significant contribution with an f* value of 0.263, indicating that Trust plays an important role in
explaining the Intention of Continuous Use. Finally, the most dominant path is Trust with User
Satisfaction with an f* value of 0.951, which indicates a very large and substantial influence. These results
show that although most constructs have a small to moderate impact, Trust proved to be the key
construct that contributed the most to user satisfaction.

Third, SRMR (Standardized Root Mean Square Residual) to assess model goodness of fit (<0.08)

[677.

Table 5.
Test of the Model Fit-SRMR.

Saturated model Estimated model
SRMR 0.053 0.054
d_ULS 1.897 1.456
d_G 1.855 1.368
Chi-square 1517.251 1529,528
NFI 0.798 0.796

Table 5 shows a value of 0.053 for the saturated model and 0.054 for the estimated model. This value
is smaller than the threshold of 0.08 recommended by Beribisky and Cribbie [67], so it can be concluded
that the model has a good fit.. The structural model built in this study is appropriate and suitable for
further hypothesis testing.

Fourth, hypothesis testing using Bootstrapping to test the significance of the paths between
constructs.

The results of the path coefficient test using the bootstrapping method indicate that not all paths
between constructs are statistically significant. The non-significant results include the paths
Anthropomorphism to Trust (p = 0.208) and Anthropomorphism to User Satisfaction (p = 0.769), as well
as Information Quality to Trust (p = 0.608), Service Quality to Trust (p = 0.515), Service Quality to User
Satisfaction (p = 0.867), and System Quality to Trust (p = 0.071). Therefore, it can be concluded that not
all dimensions of Al chatbot service quality directly influence user satisfaction and trust. Conversely,
several paths demonstrate significant influence, including Conversational Capability to User Satistaction
(p = 0.007), Conversational Capability to Trust (p = 0.025), Information Quality to User Satistaction (p =
0.005), System Quality to User Satisfaction (p = 0.006), and User Satisfaction to Trust (p = 0.003).

Additionally, the paths Trust, Intention of Continuous Use (p = 0.000), and User Satisfaction,
Intention of Continuous Use (p = 0.000) showed very strong significance. These findings confirm that
Conversational Capability, Information Quality, and System Quality play an important role in increasing
user satisfaction and trust, which ultimately drives the intention to continue using chatbot services.
These findings confirm that the main factors influencing user satisfaction and trust are Conversational
Capability, Information Quality, and System Quality. Ultimately, this satisfaction and trust become the
main drivers of users' intention to continue using Al chatbot services. In other words, the natural
conversational experience, the quality of relevant information, and the reliability of the system prove to
be key determinants in building the sustainability of Al chatbot usage in the future.

Further interpretation suggests that the non-significance of service quality on satisfaction and trust
may be due to a shift in user expectations. In the context of Al chatbots, traditional service aspects like
quick responses or polite language are already considered the minimum standard, so they are no longer a
key differentiating factor. Similarly, anthropomorphism did not show a significant effect because users
were aware that chatbots are not human but programmed systems. In fact, under certain conditions, such
as when users are frustrated, anthropomorphism can actually decrease satisfaction [687]. Meanwhile, the
non-significance of Information Quality and System Quality on Trust indicates that trust is more
influenced by emotional experiences than by mere technical aspects.
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Figure 3.
Optimized Model.

Figure 3 presents an optimized model indicating that not all mediation paths are statistically
significant. Significant paths include User Satisfaction, Trust, and Intention of Continuous Use (p =
0.010); System Quality, User Satisfaction, and Trust (p = 0.049); Conversational Capability, User
Satisfaction, and Intention of Continuous Use (p = 0.009); Conversational Capability, Trust, and
Intention of Continuous Use (p = 0.043); Information Quality, User Satisfaction, and Intention of
Continuous Use (p = 0.006); and System Quality, User Satisfaction, and Intention of Continuous Use (p
= 0.008). These findings confirm that User Satisfaction and Trust serve as important mediators capable
of explaining how some exogenous constructs influence continued use intention. Conversely,
insignificant paths include Service Quality, User Satisfaction, and Trust (p = 0.876), and
Anthropomorphism, User Satisfaction, and Trust (p = 0.782). This suggests that, in the context of
interacting with Al chatbots, traditional service quality aspects and anthropomorphism are not
sufficiently strong to build trust through user satisfaction. Therefore, it can be concluded that the
continued use of Al chatbots is more mediated by emotional experiences such as user satisfaction and
trust, which are formed from the quality of conversations, system reliability, and the relevance of the
information provided.

4.7. Norm Development
H1, H6 = Service Quality does not affect User Satisfaction or Trust

The results of this study indicate that service quality does not significantly aftect user satisfaction or
trust. This finding can be explained by the different nature of AI chatbot services compared to
traditional services. Generally, service quality dimensions (such as responsiveness, empathy, and
assurance) are more relevant in interactions that involve direct human contact. However, when services
are provided by chatbots, users are less likely to evaluate the quality of the interaction based on
conventional service aspects and instead place more emphasis on technical factors such as information
accuracy, system reliability, and ease of use. In other words, in the context of Al chatbots, system
quality and information quality are more dominant in shaping satisfaction and trust than service quality.
Additionally, chatbots are seen as self-service tools for obtaining information quickly and accurately, so
service quality dimensions like empathy or friendliness are not determining factors in the user
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experience [697]. User satisfaction is more determined by the quality of information and reliable systems
[847, while trust is formed from the reliability, consistency, and conversational ability of chatbots to
provide credible answers [707]. Therefore, these results confirm that in the context of chatbot-based
customer service, service quality has a limited influence compared to technical and informational
dimensions. In the context of the Telkomsel Veronika Chatbot, it is used for practical needs (checking
credit, quota, promotions, and technical services). Users do not pay much attention to service
friendliness but are more focused on speed and accuracy of function. Therefore, the service quality
dimension is not a determining factor for satisfaction or trust.

He, H7 = Information Quality influences User Satisfaction, not Trust

Information quality is not significant for trust (p = 0.608), but it is significant for user satisfaction (p
= 0.005). This indicates that the quality of information provided by the chatbot is more important for
satisfaction than for building trust. This is consistent with the DeLone and McLean [337] where
information quality is more closely related to user satistaction. Customer service chatbot users primarily
assess satisfaction based on the relevance, accuracy, and completeness of the information provided. If the
information obtained meets needs, satisfaction increases, although this doesn't necessarily build long-
term trust. DeLone and McLean [337] emphasize that information quality is closely related to user
satisfaction, as good information provides immediate added value. This is also in line with Adam et al.
[717] who found that although good information increases satisfaction, user trust is more influenced by
the chatbot's ability to maintain coherent conversations and system reliability. Thus, information
quality acts as a driver of satisfaction, while trust is more determined by the overall interaction
dimension and reliability of the chatbot.

H3, H8 = System Quality significantly influences User Satisfaction but not Trust

System quality significantly influences user satistaction (p = 0.006), although not trust (p = 0.071).
This indicates that the technical reliability, stability, and performance of the chatbot have a more direct
impact on user satisfaction than on trust-building. This finding is consistent with the HOT-fit model
(187, which places system quality as a determinant of satisfaction. System quality (e.g., response speed,
system stability, ease of navigation) has a direct impact on user convenience. If the system is fast and
easy to use, users will be satisfied. According to DeLone and McLean [837, system quality is closely
related to user satisfaction, as a good technical experience adds value to interactions with information
systems. So, even though the system is running well, that's not enough to build trust if users aren't yet
convinced of the company's long-term commitment or the accuracy of the service. According to Gefen et
al. [727, trust in information systems is more influenced by the integrity of the service provider and the
quality of the relationship, rather than solely by the technical aspects of the system. Chatbots are seen as
self-service tools. If the system works smoothly, users are satisfied because they feel the process is faster
and easier. However, trust is more related to the content of the answers (information quality) and
conversational ability, which indicates the chatbot's "good intentions" and competence as a
representation of the company. Adam et al. [717] found that system quality increased interaction
satisfaction, but trust was more influenced by how well the chatbot maintained a coherent and credible
conversation.

H4, H9 = Anthropomorphism did not have a significant impact on either User Satisfaction or Trust.

The analysis results showed that anthropomorphism did not significantly affect trust (p = 0.203) or
user satisfaction (p = 0.769), meaning that even though the chatbot has human-like qualities, this did
not directly increase user trust and satistaction. This finding aligns with research [737 stating that
anthropomorphism does not necessarily improve users' evaluation of chatbots, especially if the service's
primary functions are not met. Additionally, users place more emphasis on functional aspects such as
answer quality and service speed compared to the human-like impression of chatbots [747. In fact,
excessive anthropomorphism can cause discomfort, so it does not always contribute to increased trust
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[73]. Chatbot Al is essentially a programmed robot. Previous studies have also found that in certain
contexts, anthropomorphism is not necessarily a good thing. For example, when customers are angry,
anthropomorphism can decrease their satisfaction [687. In the context of customer service, chatbots are
more often seen as tools for resolving issues, so the quality of information and the system are more
determining factors in user satisfaction [717. Thus, the primary focus in developing customer service
chatbots should be directed toward conversational ability, information accuracy, and system reliability
rather than simply enhancing anthropomorphism.

Hs, H10 = Conversational Capability significantly influences User Satisfaction and Trust.

Conversational capability significantly influences trust (p = 0.025) and user satisfaction (p = 0.007).
This indicates that a chatbot's ability to maintain natural and interactive conversations is crucial in
building user trust and satisfaction. This finding is supported by Gnewuch et al. [697], who emphasize
that the quality of conversation is a key determinant of user perception of chatbots. Another finding
indicates that the more natural, relevant, and coherent the conversation flow of a chatbot, the higher the
level of trust and satisfaction felt by users. Additionally, Ciechanowski et al. [477] found that natural
conversational interactions provide a more satisfying user experience compared to rigid conversations.
According to Folstad and Skjuve [757, a natural conversation flow enhances the perceived usefulness of
chatbots, thereby positively impacting user satisfaction. Consequently, good conversational ability
becomes a key factor in creating a trustworthy and satisfying service experience for chatbot users.

H11-H13 = User Satisfaction and Trust as Determinants of Intention of Continuous Use.

User Satisfaction also significantly influences User Satisfaction (p = 0.000), and Trust (p = 0.003)
significantly influences the Intention of Continuous Use (p = 0.000). Additionally, this pattern indicates
that user satisfaction not only influences the intention to reuse but also increases trust, which in turn
strengthens long-term usage commitment. This aligns with the Expectation Confirmation Theory
(ECT) model [767], which asserts that satisfaction is a key predictor of continued intention to use
information systems. This finding confirms that trust plays a crucial role in users' interactions with
customer service Al chatbots, as a sense of trust can reduce uncertainty and provide confidence that the
system is reliable, thereby fostering long-term commitment. Users who trust the chatbot's reliability are
more likely to intend to continue using it in the future [767] research also supports this finding by
showing that trust not only increases satisfaction but is also a key factor in shaping the intention to
reuse Al-based digital services. Thus, trust can be seen as the foundation that strengthens the
relationship between users and chatbots, both in terms of immediate satisfaction and the sustainability
of service use.

5. Discussion

With the rapid development of artificial intelligence (AI) technology, chatbots are no longer just
automated answering machines but have evolved into virtual assistants capable of providing interactive
and personalized customer service. The sophistication of Al, especially in natural language processing
(NLP) and machine learning, makes chatbots increasingly human-like in responding to questions,
understanding context, and even adapting their communication style to the user. However, the more
advanced the AI technology used, the more urgent the need for a comprehensive evaluation. The
findings of this study confirm that the quality of AI chatbots in customer service is primarily determined
by technical factors, specifically conversational capability, information quality, and system quality,
which have been shown to significantly contribute to user satisfaction and trust. Conversely, the
dimensions of anthropomorphism and service quality did not show a significant impact, indicating that
users prioritize system reliability and information relevance over human-likeness or service friendliness.
From a novelty perspective, this research expands the discourse on Al chatbot evaluation by asserting
that the success of chatbots in the context of customer service is not solely determined by
anthropomorphic dimensions, as widely assumed in previous studies [737] but rather depends more on
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conversation quality and system reliability. Additionally, this research integrates various evaluation
tframeworks—SERVQUAL, the DeLone & McLean IS Success Model, HOT-fit, and AICSQ—into a
comprehensive model that is empirically tested in the context of customer service chatbots in the
telecommunications industry. Thus, the main contribution of this study lies in emphasizing the
importance of functional and interactional dimensions in enhancing user experience, while also offering
an evaluation model that is more adaptable to the development of generative Al technology and its
application in digital services.

5.1. Theoretical Implications

This research contributes to the study of service quality. First, it bridges the gap between the
services provided by Al chatbots and traditional self-service technology (SST) services. While SST
generally offers only transactional and functional features, Al chatbots provide a more dynamic and
natural conversational form of interaction. Thus, this research expands the theoretical perspective by
asserting that user experience with chatbots cannot be fully explained through conventional SST
models but rather requires new constructs that emphasize conversational aspects and user trust.

Second, this research integrates dimensions sourced from previous literature, such as service
quality, system quality, and information quality (from SERVQUAL, DeLone & McLean, and HOT-fit),
while also introducing new constructs like conversational capability. This synthetic approach
contributes to the literature by oftering a more comprehensive and contextual model for evaluating the
quality of Al chatbots. The inclusion of a new dimension confirms that chatbots are not only viewed as
information systems but also as conversational entities whose interaction quality directly impacts
satisfaction, trust, and intention to continue using them.

Third, this research expands and fills gaps in the AICSQ (Artificial Intelligence Customer Service
Quality) model, which previously treated the human-like dimension as a single variable. This study
breaks it down into two separate constructs: anthropomorphism and conversational capability. This
separation makes an important conceptual contribution because it shows that human-like impressions
do not always align with technical conversational ability. Thus, the chatbot quality evaluation model
becomes more specific, operational, and relevant to the context of digital customer service.

Fourth, these findings strengthen the position of User Satisfaction and Trust as key mediators in
the AI chatbot quality evaluation model. Their roles indicate that the relationship between technical and
psychological quality and continued usage intention is not direct but rather mediated by users'
subjective experiences. This aligns with the satisfaction and trust theory in information systems, which
emphasizes the importance of affective factors in bridging service quality and user behavior [767. Thus,
this research contributes to the literature by confirming that the quality evaluation of AI chatbots must
include satisfaction and trust mediation mechanisms as core components in its conceptual framework.

5.2. Organizational Implications

This research has important implications for organizations involved in the Al chatbot ecosystem.
First, for Al chatbot developers, the research findings can be used as a benchmark to understand the key
dimensions of service quality. This understanding allows developers to assess whether the resources they
possess, both in terms of technology, design, and infrastructure, are sufficient to produce a chatbot with
high service quality. Thus, this research supports a more directed and standardized chatbot production
process that meets user expectations. Second, for organizations using Al chatbots, these findings can
serve as a basis for evaluating the service quality level of the chatbots they implement. Through the
tested indicators, organizations can assess whether the chatbot used is truly capable of meeting customer
needs, increasing satisfaction, building trust, and reusing the Al chatbot. This evaluation can also help
organizations formulate improvement strategies and further development, so that the chatbot functions
not only as an automated service tool but also as an effective and sustainable digital interaction channel
in supporting customer experience. Thirdly, for customers or end-users, the results of this research
confirm that with clear evaluation models, customers can be more critical in assessing the chatbots they
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use, while also having realistic expectations regarding the quality of Al-based services. This ultimately
tfosters a more balanced relationship between service providers and users, where customers gain a
satistying digital experience, while organizations receive valuable feedback for continuous improvement.

5.8. Limitations and Future Research

This study has several limitations that open opportunities for future research. First, it focuses on one
type of Al chatbot in the context of customer service with experiments in the telecommunications
industry. However, various types of Al chatbots are used in other sectors, such as e-commerce, banking,
healthcare, and education. Each context has different service characteristics, leading to variations in user
needs, expectations, and quality criteria. Therefore, future research can expand the conceptualization and
measurement of Al chatbot service quality by adapting to a wider range of contexts and chatbot types.

Second, the dimensions of service quality developed in this study are adapted from the SERVQUAL
model theory, the DeLone & McLean IS Success Model, HOT-fit, and AICSQ. These four models are
sufficiently representative to measure the quality of information, systems, and technology services.
Although these models have been widely used and proven relevant, the selection of dimensions in this
study remains contextual, based on the characteristics of the Al chatbot being researched. Thus, this
study has limitations in terms of generalizing the service quality dimensions to other contexts. Future
studies are recommended to explore and test additional dimensions that may be more relevant, either by
referring to previous theoretical models such as E-S-QUAL or by developing new dimensions specific to
the chatbot's main goals and tasks. This approach is expected to broaden understanding of the quality of
AT chatbot services across industries and functions.

Third, this study found that the dimensions of anthropomorphism and service quality did not
significantly affect user satisfaction or trust, although previous literature indicated that human-like
aspects influence user satisfaction [42, 557 and the importance of service quality for customer loyalty
[147. This finding raises new questions about how the impact and internal mechanisms of human-like
chatbots function in various service contexts. Therefore, further research is needed to delve deeper into
the role and limitations of anthropomorphic features and to explore whether their effects differ across
specific sectors or service types.

Fourth, this research confirms that user satisfaction and trust play a key mediating role in building
continued use intention. Nevertheless, the focus of this research is still limited to these two variables and
does not yet accommodate other factors that theoretically have the potential to influence continued use.
Research in the telecommunications industry at Telecom Egypt shows that trust can improve the overall
effectiveness of chatbots [777]. Several relevant factors, such as perceived value (the benefits gained
compared to the effort/cost expended in using the chatbot), are worth considering in future research to
enrich the conceptual model. Additionally, further research is also suggested to compare the roles of
these variables in various industrial contexts. For example, in knowledge-based organizations, perceived
value is likely to be a more prominent determining factor, whereas in the context of e-commerce, user
satisfaction tends to be more dominant. Thus, integrating additional factors and exploring cross-industry
contexts can provide a more comprehensive understanding of the mechanisms underlying the formation
of the intention to use sustainable Al chatbots.

Overall, future research needs to develop more contextualized Al chatbot service quality evaluation
models, expanding the integration of psychological and technical factors. Considering that modern Al-
based chatbots, NLP (Natural Language Processing), and LLMs (Large Language Models) can introduce
new characteristics to chatbots, psychological and technical factors need to be integrated. With this
direction, future studies can enrich theoretical understanding while also making broader practical
contributions to the development and implementation of cross-industry Al chatbots.

6. Conclusion and Recommendation
This research successtully developed and tested a service quality measurement model for Al chatbots
in the context of customer service, using the Telkomsel Veronika chatbot as a case study. The analysis
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results show that not all dimensions of chatbot service quality significantly affect user satisfaction and
trust. The variables of Anthropomorphism and Service Quality were proven to have no significant impact
on User Satisfaction or Trust, confirming that users prioritize functional and technical aspects over
human-like service impressions. Conversely, Conversational Capability, Information Quality, and System
Quality were proven to have a significant impact on User Satisfaction, which in turn plays a crucial role
in increasing Trust and driving the intention of continuous use. Additionally, Trust also has a direct role
in strengthening satisfaction and the intention of continuous use. This aligns with the expectations of
turther research by Chen et al. [427] to explore how trust factors can influence continued use intention.
Theoretically, this research contributes to the development of a chatbot quality evaluation model by
emphasizing the integration of technical and conversational aspects as key dimensions. Empirically, this
research strengthens the evidence that satisfaction and trust are major determinants in the successful
implementation of Al chatbots in customer service for repeat chatbot usage.

This research provides a strong conceptual foundation for the development of further studies on the
evaluation of user experience-based chatbot quality. First, future research is suggested to experimentally
test the role of Conversational Capability as a mediating variable in the relationship between
Anthropomorphism and user experience outcomes, such as satisfaction and trust. This experimental
approach will provide a deeper understanding of the influence of "human-like" perception on
conversation quality. Second, it is important for future research to consider local language and cultural
adaptation factors, as perceptions of human interaction and conversation quality are heavily influenced by
the communication norms and social expectations specific to each user context. Third, future research
needs to expand the context to various types of chatbots, such as in the education sector, e-commerce,
and government public services, to test the model's consistency across different domains. Thus, this
research not only contributes theoretically to the development of a chatbot quality evaluation model but
also offers relevant practical implications for improving Al-based customer service.
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