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Abstract: The world we know today has vast information, events, data, and news spreading rapidly
across the globe at exponential rates. The invention of modern telecommunication technology facilitates
this exponential growth of fake news. With the exponential dissemination of news, fake news has also
gained the potential to spread fast across social media and blog post spaces. Fake news is primarily
aimed at spreading false information that is capable of influencing the opinion of the masses negatively.
Previous researchers have proposed many techniques, including machine learning and deep learning, for
fake news detection. Extensive studies show that past researchers have not yet established satisfactory
performance, while some suffer from model overfitting on training sets with poor performance on
testing data. Achieving optimum performance using a machine learning approach is highly difficult,
especially when a statistical approach is adopted for the Natural Language Processing task. Hence, this
study proposed a Transfer Learning-based Bidirectional Long Short-Term Memory to Machine
Learning (Bi-LSTM-2-ML) model for the detection of fake news. The Bi-LSTM architecture is pre-
trained on the phoney news dataset for extracting highly contextualized feature embedding, which is
turther used to enhance the training process of various machine learning algorithms, including SVM,
LR, NB, DT, and KNN. The experimental results show that the Bi-LSTM-2-ML fake news detection
model yielded better performance than previous approaches, and the Bi-LSTM-2-ML model enhanced
the performance of machine learning algorithms with an 8.54% average increase in accuracy. In
conclusion, the Bi-LSTM-2-ML model has demonstrated better performance by enhancing machine
learning algorithms for detecting fake news.
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1. Introduction

In recent years, social media has emerged as the primary platform for news and information
dissemination, facilitated by the internet, enabling an environment for the easy posting of media content
[17]. Recent research indicates a shift in news consumption, with many users preferring digital-based
news over traditional newspapers. However, the authenticity of news on social media (digital news) is a
challenging process, unlike content from radio and television, which are subjected to critical review and
supervision before broadcasting [27. The detection of fake news remains essential due to the widespread
dissemination of misinformation, rumors, and fake news on platforms such as Facebook, Instagram,
Twitter, and WhatsApp [3]. Training intelligent systems to detect fake news online is challenging due
to the diverse forms and sources of interdisciplinary news. To effectively detect phony news, various
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Natural Language Processing (NLP) tools, such as part-of-speech tagging, sentiment analysis, and
vectorization techniques, need to be adopted [47]. Additionally, other resources and tools are available to
help individuals identify and spot fake news on their social media feeds by analyzing essential facts and
critically evaluating news content. The primary objective of fake news detection is to prevent the quick
dissemination of false information across various platforms, including social media and messaging
applications. Fake news detection systems can result in harmful consequences, such as mob violence, if
not properly addressed [87. Additionally, Hossain et al. [57] revealed that fake news detection aims to
identify misleading information and prevent unwarranted acts of violence, which could ultimately
safeguard societal peace. Researchers have proposed machine learning algorithms and deep learning
techniques in the past for fake news detection, including Support Vector Machine (SVM), Naive Bayes
(NB), K-Nearest Neighbour (KNN), Logistic Regression (LR), Decision Tree (DT), Recurrent Neural
Network (RNN), Gated Recurrent Unit (GRU), Long Short-Term Memory (LSTM), and Bidirectional
Long Short-Term Memory (Bi-LSTM) [67].

Artificial intelligence (Al) is a broad term denoting the field of study where machines are trained to
perform intelligent tasks without human intervention [77]. The Al domain is divided into subfields such
as knowledge processing, pattern recognition, natural language processing, deep learning, and machine
learning for building intelligent systems. 2021 reveals that machine learning technology greatly reduces
human work by using statistical and mathematical algorithms to achieve a task more efficiently. Natural
language processing (NLP) provides the tools and technology to build communication interfaces
between humans and computers using natural languages and computational algorithms [87]. NLP has
wide applications in medicine, language translation, sentiment analysis, and false news detection
Khurana et al. [97. Patel and Patel [107] confirmed that deep learning models have been successtully
deployed to address natural language processing tasks with high-performance records; commonly used
algorithms include Recurrent Neural Networks (RNN), Long Short-Term Memory (LSTM), Gated
Recurrent Unit (GRU), Convolutional Neural Network (CNN), and Bi-LSTM. The RNN architecture is
the basis of all recurrent-based network architectures, which are primarily used for natural language
processing tasks and processing of sequential-based data (text data) in a feed-forward manner [107.
Long Short-Term Memory (LSTM) architecture comprehensively addresses short-term memory
limitations in a recurrent neural network. The architecture incorporates internal mechanisms known as
gates, which can control the flow of information [57]. LSTMs are widely adopted by researchers to
address text-based classification problems [117 and Bidirectional LSTM (Bi-LSTM) models have
demonstrated high effectiveness in gathering sequential information from both forward and backward
directions of the text data [127].

1.1. Motivation

Pandey et al. [67] revealed that the drastic change in news dissemination from traditional newspapers
to electronic-based news forecasting has contributed to the widespread issues of fake news in today’s
world. This resulted from a limited or no supervision policy scheme for monitoring news being published
online [57. Many researchers in the past have proposed various techniques to address this issue, but with
less satisfactory performance [6, 137].

Achieving optimal performance in the domain of NLP is highly challenging. Hence, concepts such as
transfer learning and hybridization techniques are suggested by researchers in this field as Kaliyar et al.
(147, Jain et al. [87], Kumar et al. [117], and Jaybhaye [137] to improve the performance of a real-time
take news detection model. Additionally, Pandey et al. [67] and Jaybhaye [137] utilize various machine
learning algorithms for building fake news detection models, including Support Vector Machine (SVM),
K-Nearest Neighbour (KNN), Logistic Regression (LR), Decision Tree (DT), and Naive Bayes (NB)
algorithms. The result presentation of Pandey, et al. [67] shows that the highest accuracy attained in
their study is 90.04%, which creates room for further improvement, and Jaybhaye [137] suffers from
overfitting during training with low performance on testing data. Hence, this study proposes an
enhanced machine learning-based algorithm using transfer learning and hybridization techniques.
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The primary aim is to enhance the performance of a machine learning-based fake news detection
model using the Transfer Knowledge approach from Bi-directional Long Short-Term Memory.
Furthermore, an extensive experimental study will be conducted on the eftect of Pre-Trained Bi-LSTM
weights on the performance of various Machine Learning Algorithms (LR, SVM, DT, NB, and DT).
Finally, the proposed Bi-LSTM-2-ML model will be evaluated against existing machine learning
models. The research work intends to solidify the hypothetical claim and suggestion made by previous
researchers on the possibilities of improving the performance of fake news detection models, along with
their accuracy, using transfer learning techniques. Hence, proper study and comparative experiments
will be conducted between benchmark studies, Pandey et al. [67] and Jaybhaye [13] the proposed Bi-
LSMT-2-ML transfer learning fake news detection model for proper verification.

The following are the key contributions of the proposed model:

e The study enhances the performance of an ML-based fake news detection model using the

transfer knowledge approach called Bi-LSTM.

e An extensive experimental study will analyze the impact of pre-trained Bi-LSTM weights on

the performance of different machine learning algorithms, including LR, SVM, DT, and NB.

e The Bi-LSTM-2-ML model was evaluated and compared with existing ML-based models to

establish its effectiveness.

e A comprehensive comparative study was conducted with the benchmark studies to ensure

proper evaluation of the proposed model.

The remainder of the study is as follows: Section 2 discusses related work, Section 8 discusses the
methodology used in this study, Section 4 discusses the results and discussion, and Section 5 concludes
the study.

2. Related Work

The rapid proliferation of misinformation on digital platforms has raised significant concerns about
its impact on society, necessitating effective methods for identifying and mitigating fake news [15, 167.
Recent studies indicate that ML and DL models significantly outperform traditional methods in
detecting fake news, showcasing their robustness across various datasets. These advanced models
leverage sophisticated algorithms and embeddings to enhance classification accuracy, making them
essential tools in combating misinformation. Models like CNN, BERT, and GPT have shown
exceptional capabilities in identifying fake news by understanding contextual language and detecting
patterns in text [17]. Combining DL with traditional ML methods has led to improved performance
metrics, including accuracy and F1 scores [187. Techniques such as Bi-GRU and Bi-LSTM have
demonstrated superior results in Arabic fake news detection, achieving F1 scores above 0.98 [197.
Research has explored multimodal approaches that analyze text, images, and videos, enhancing
detection capabilities beyond text alone [207]. The use of embeddings such as TF-IDF and FFastText has
been crucial in improving model performance, with TF-IDF yielding the best results for certain
classifiers [217]. While these advanced models show promise, challenges remain in ensuring their
adaptability across different languages and media formats, highlighting the need for ongoing research in
this area.

Apostol and Truica [227] discovered that the transformation and digitization of social media come
with many advantages but also open the doors to widespread disinformation and malformation via fake
news Pandey et al. [67] and Kaliyar et al. [147]. Apostol and Truica [227] used a document embedding
approach to build multiple models and present an architecture based on multi-labelled classification. The
results obtained show that the approach performs better than the complex state-of-the-art deep neural
network model. Hossain et al. [57] developed a Bi-LSTM model with GloVe, FFastText word embedding,
and applied cross-fold validation to detect Bangla fake news. A Gated Recurrent Unit (GRU) deep
learning model is introduced to detect fake news. Based on the experimental analysis conducted, an
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accuracy of 96% was achieved using the Bi-LSTM deep learning model, and 77% accuracy was achieved
using the GRU model for detecting and classifying fake news from real news.

Pandey et al. [67] and Jaybhaye [137 introduce machine learning techniques such as K-Nearest
Neighbour, Support Vector Machine, Decision Tree, and Logistic Regression classifiers to predict and
identify fake news from real news accurately. Performance comparison of Pandey et al. [67] shows that
logistic regression performs best with 90.48% accuracy. However, Jaybhaye [137] face challenges of data
overfitting during training, which resulted in poor performance on testing data. The researcher
obtained 86% accuracy using the LSTM model, and it was suggested that the researcher build a fake
news model due to its better performance than the machine learning model. However, Kaliyar et al.
[147] revealed that the use of bidirectional encoding for fake news detection performs better than the
unidirectional-based model. Hence, the researcher proposed a Bidirectional Encoder Representation
from a transformer (FakeBERT) model integrated with a single-layer deep CNN network. As a result,
the developed model achieved an accuracy of 98.90%, which outperformed the existing study.

7Furthermore, Nasir et al. [237] adopt the hybridization of Convolutional Neural Network (CNN)
and Recurrent Neural Network (RNN) for detecting fake news. The proposed CNN-RNN model was
trained on both ISOT and FAKE datasets, with approximately 100% accuracy achieved using the ISOT
dataset and 60% accuracy using the FAKE dataset. Thota et al. [247] also address the same issues using
the hybridization of Bidirectional Encoder Representations from Transformers (BERT), Alite-BERT,
and Transformer-XL Style Segmented Memory (XLNet). The model performs efficiently with 98%
precision, recall, accuracy, and F1-score.

In today’s world, social media platforms are ranked as the primary internet tools used to spread
news across the globe. Choudhary and Arora [257] claim that social media is an essential tool for
disseminating information and creating awareness among the public, but it has no authentication
schemes for validating the origin and content of all published news. A linguistic model for extracting
essential syntactic and semantic information describing the features of fake news from real news is
proposed by the researchers to address the widespread spread of phony news uploaded on the internet.
The developed model was able to achieve an average accuracy of 86% for detecting and classifying
phony news. The comparative analysis shows that the developed model performs more efficiently than
the existing models. Vijjali et al. [267 explore the alarming rate of fake news occurrence during the
COVID-19 pandemic, which results in people finding it difficult to differentiate false information from
real COVID-19 news. Hence, the researcher proposed a state-of-the-art machine learning model based
on a two-level automated pipeline for detecting COVID-19 fake news. The study reveals that the
Bidirectional Encoder Representations from Transformers (BERT) (92%) and the ALBERT (94%)
models perform satisfactorily.

Furthermore, most fake information created on the internet today is a result of manipulated image,
audio, text, and video data being uploaded online. Singhal et al. [277] revealed that manipulated data
could easily spread via social media due to the fast-growing nature of social media users. The researcher
proposed a multimodal-based fake news detection system, which internally utilized a Bidirectional
Encoder from Transformer (BERT) architecture to extract features from text and utilized the VGG19
pre-trained model for image feature extraction. As a result, the developed model outperformed the
existing state-of-the-art model trained on Twitter and Weibo datasets with an accuracy increase of
3.27% and 6.83%.

Kumari and Singh [287 presented a DL multimodal framework for fake news detection that
significantly outperforms existing state-of-the-art techniques. It achieves an accuracy of 99.22% for text
analysis and 93.12% when combining text and images. This demonstrates that advanced ML and DL
models can effectively address the challenges of fake news detection, surpassing traditional methods by
leveraging NLP and image analysis through LSTM networks and the CLIP model. Gul et al. [297]
introduced an innovative approach that combines GNNs with advanced DL techniques to enhance the
detection of fake news, moving beyond traditional methods that focus mainly on text analysis and
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source credibility assessment. This proposed model leverages the structural information of news
propagation networks to better understand the connections and patterns indicative of misinformation.

Sari et al. [307] developed a fake news detection model utilizing an enhanced CNN-BiLSTM
architecture combined with GloVe word embedding techniques, achieving a high accuracy of 96% in
distinguishing fake news from real news. This demonstrates the effectiveness of the proposed model in
addressing the challenges posed by the spread of fake news in the digital age. The research highlights
the importance of training data ratios, showing that a larger training data ratio leads to better model
performance. Brinda et al. [317] proposed a heterogeneous deep learning model that enhances fake news
detection by incorporating dissemination structure features from social networks, such as user
interactions, sharing patterns, and network topology, which provide deeper insights into how
information spreads beyond just text analysis. Deepthi and Shastry [327] proposed an unsupervised
misinformation detection technique (UMD) that achieves an overall accuracy of 92.82%, outperforming
existing models such as transformer and hybrid CNN-RNN models by approximately 3%,
demonstrating the effectiveness of deep learning in fake news detection.

Zhu [337 highlighted that DL models, such as OPCNN-FAKE, DC-CNN, and CNN-LSTM, show
significant accuracy advantages over traditional machine learning methods in fake news detection,
addressing the limitations of conventional approaches in handling expanding data sets and streams.
Ladouceur et al. [847 highlight that DL algorithms, specifically BERT and LSTM, have demonstrated
superior performance in fake news detection compared to traditional methods, particularly when
incorporating context features, achieving better accuracy in classifying news from the COVID-19
dataset. Porya et al. [85] investigated various models, including deep learning algorithms such as CNN
and LSTM, alongside conventional methods like RF and GB. It highlights challenges in achieving
effective fake news detection, indicating that robust performance remains elusive despite advancements.

Traditional ML-based models often require extensive labeled datasets, which can be costly and
time-consuming to attain [36]. To address this, transfer learning has emerged as a promising approach,
leveraging pre-trained models to adapt to new tasks with minimal data requirements. By utilizing pre-
trained language models like BERT, RoBERTa, or XLNet, transfer learning enables the extraction of
deep semantic features, enhancing the accuracy and efficiency of fake news detection systems [19, 377.
Recent studies demonstrate that transfer learning models can outperform conventional methods,
achieving robust performance across diverse fake news datasets [88-427. This section explores the
latest advancements in transfer learning for fake news detection, with a focus on model architectures,
dataset utilization, and cross-domain adaptability, drawing insights from recent research in this dynamic
field.
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Table 1.
Summarised the related work in this study
Authors Methods Dataset Contributions Research Gap
Roumeliotis et al. | CNN, BERT, | Self-dataset The research addresses the | The study does not explicitly
[17] and GPT growing need for scalable and | address the limitations or
unbiased tools to identify fake | challenges faced by each ML
news across diverse platforms | model (CNN, BERT, and
and languages, which could | GPT) in the context of fake
assist journalists, social media | news.
platforms, and policymakers in
mitigating the spread of
misinformation.
Almandouh et al. | CNN-LSTM, AFND and | The research integrates | The research primarily focuses
197 RNN-CNN, ARABICFAK FastText word embeddings | on Arabic fake news detection,
RNN-LSTM, ETWEETS with various ML and DL | indicating a gap in the
and Bi-GRU- methods, and employs | application of the developed
Bi-LSTM advanced  transformer-based | models to other languages.
models,  optimizing  their | Future research could expand
performance through | the methodologies and models
hyperparameter tuning for | to accommodate multilingual
effective Arabic fake news | fake news detection,
detection. addressing the global nature of
misinformation.
Al-Alshaqi et al. | ML-based ISOT & | The study  proposes a | While the Random Forest
[20] model, MediaEval comprehensive framework for | classifier achieved high
BERT+CNN 2016 fake news detection that | accuracy for textual data, the
integrates multiple modalities, | research does not explore the
including text, images, and | limitations or potential biases
videos, utilizing both ML and | of the classifiers used, nor does
DL techniques. This approach | it provide insights into the
addresses the complexities of | interpretability of the models,
modern information | which ~ are  critical  for
dissemination and | understanding the decision-
manipulation. making process in fake news
detection.
Al-Tarawneh et al. | SVMs, MLPs, | TruthSeeker The study emphasizes the | The study suggests future
[21] & CNNs importance of selecting | research directions, such as
appropriate embedding | integrating contextual
techniques based on model | embeddings and exploring
architecture to maximize fake | hybrid model architectures to
news detection performance. further  improve  detection
capabilities against
misinformation.
RKumari and Singh | NLP, LSTM, | Fakeddit The study introduces a | The paper highlights the need
[28] & CLIP comprehensive multimodal | for a more efficient model that
framework for fake news | integrates both text and visual
detection that integrates | data analysis, suggesting that
advanced techniques to analyze | current approaches may lack a
both multilingual text and | comprehensive multimodal
visual data, addressing the | framework that leverages
limitations of existing methods | advanced techniques for
that  primarily focus on | improved detection accuracy.
linguistic characteristics.
Gul et al. [29] GNNs The model highlights the | The paper does not address the

effectiveness of GNNs in
addressing the challenges
posed by the spread of false

information.

limitations or potential biases
in the data used for training
the GNN model, which could
affect the generalizability and
reliability of the fake news
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detection results.

Sari et al. [30]

CNN-BILSTM

WELFake

The study developed a fake
news detection model using an

The study recommends further
research to explore different

optimized CNN-BIiLSTM | preprocessing techniques,
architecture,  achieving an | indicating that the current
accuracy of 96% on the | methods may not be
WELFake dataset. exhaustive and that alternative
approaches could enhance the
model's performance in fake
news detection.
Brinda et al. [31] BERT+ Quint Dataset, | The model achieves high | The paper highlights the
ULMFiT Boom Live accuracy rates, demonstrating | limitations of  traditional
its effectiveness in combating | machine learning methods that
evolving fake news tactics, | rely solely on semantic text
with a reported accuracy of | analysis, indicating a research
95.27% on The Boom Live | gap in developing more robust
dataset and 92.1% on The | detection methods that
Quint dataset, showcasing its | incorporate additional features
generalizability and robustness | beyond  text,  such  as
in detecting fake news. dissemination structure
features from social networks.
Deepthi and Shastry | Bi-GRU not provided The study highlights the | Subjectivity and bias in news
[82] effectiveness of deep learning | authenticity comparison, and
in detecting fake news. challenges in contextualising
news content effectively.
Zhu [83] OPCNN- not provided These  models  effectively | Poor scalability of DL models
FAKE, DC- address the limitations of | for fake news and slow
CNN, and conventional approaches in | training speed of existing DL
CNN-LSTM managing growing data sets | models.
and continuous data streams.
Ladouceur, et BERT+LSTM | 5,000 news | The model demonstrated | Problem of feature selection
[84] articles superior performance in fake
extracted from | news detection compared to
the COVID-19 | traditional methods.
dataset
Porya, et al. [85] RF, GB, CNN, | Two  widely | The paper explores | Model implementation issues
& LSTM used datasets preprocessing techniques and | hinder effective fake news

model architectures, tested on
two datasets, contributing to
fake news detection research
and guiding future
advancements for newcomers.

detection, and a lack of clean,
unbiased  data  poses a
challenge in research.

3. Research Methodology

The study proposed a Transfer learning-based Bidirectional Long-Short-Term Memory (Bi-LSTM)
for a machine learning (ML) fake news detection model (Bi-LSTM-2-ML model). Technically, the Bi-
LSTM architecture is used to pre-train the fake news detection model to generate highly contextualized
bidirectional feature encodings or vectors, which are later transferred to a machine learning algorithm
tor further training.

3.1. Methodological Process

Figure 1 illustrates the conceptual framework of how the Bidirectional Long Short-Term Memory
(Bi-LSTM) to Machine Learning (ML) transfer learning-based model (Bi-LSMT-2-ML) for detecting
take news will be designed and developed. The various technologies, entities, and tools that will be
utilized in designing and developing the Bi-LSTM-2-ML fake news detection model are also described
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in Figure 1. The fake news dataset is downloaded from the Kaggle repository in a Comma Separated
Values (CSV) format, and the data scientist uses the Jupyter Notebook environment to load the
downloaded fake news dataset into the IDE using the Python ‘Tload_csv’ function. Furthermore, the
loaded fake news data will be forwarded to stage (1), or the preprocessing stage, which includes data
exploration, data cleaning, and data visualization.

The exploration helps to gain more insights into the dataset and identify possible correlations,
relationships, or features that can assist during machine learning prediction. The X and Y variables
(independent and dependent variables) of the fake news dataset are extracted in stage 2. Furthermore, a
transformation (Word2Vec) will be conducted on the raw text to convert the text data into numerical
teatures or word embeddings. After feature extraction, the next step is to split the dataset into training
and testing samples. The training sample will be utilized to train the Bi-LSTM deep learning model to
extract highly contextualized information about the fake news data, then use the pre-trained Bi-LSTM
weights to train the machine learning algorithm in a transtfer learning approach. The developed model
will then be evaluated using various performance metrics such as accuracy, precision, recall, and F1-
score.

Fake new dataser 'termet

B

Data Analyst
o Stagel Stage2
>
. —Load Dataset Q x
" . XX Variable
-
popyter orward data rl — %
N’
* 0'3" Trooormaton
desl
Print evaluation -\ N
This Figure s Oviginal. It was desgned in Adobe Photc &"-
08 ' Vissalization Dats spliting
Transfer Bi-LSTM
Weight =
— 0- & rain
["Accuracy 9 — @ — (5}
- Training Data
1 st e
: ey Bi-LSTM model (cos)
= e | @
Machine learning Testing ¥
Model (RESVM, This Figuee 5 onginal It was devnged in Adobe Photosh
OT, N8, LR)

Figure 1.
Transfer Learning Bi-LSTM-2-ML Proposed Framework.

Figure 1 illustrates the methodological process involved in developing the proposed Transfer
Learning Bi-LSTM-2-ML Fake News Detection Model using transfer learning. The proposed stages
include the following:

3.1.1. Fake News Data Collection

This first stage includes data collection and gathering from the Kaggle repository. The dataset is
downloaded in a comma-separated value (CSV) format into the local system drive for further processing.
However, the Kaggle repository provides data scientists with a variety of datasets for addressing
different tasks, a development environment (Jupyter Notebook), and virtual hardware processing units
(GPU, TPU, and CPU) for solving complex tasks. The fake news dataset link on the Kaggle repository
is provided on the website.
https://github.com/GeorgeMclIntire/fake real news dataset
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3.1.2. Data Exploration and Visualisation

This stage is also known as data exploratory analysis (EDA); it involves conducting an in-depth
study of the fake news dataset to extract important insights and explore the dataset structure.
Additionally, this step helps uncover hidden patterns, empty strings, duplicate samples, stop words, and
special symbols present in the dataset. Data visualization refers to a graphical representation of
information and exploration conducted on the dataset. This study will use various charts from the
Python library (Matplotlib.pyplot) to perform visual exploration. Firstly, the pandas ‘read_csv’ function
is used to load the dataset into a table of rows and columns, which is generally referred to as the Pandas
DataFrame. The Pandas DatalFrame's rows and columns can be accessed via indexing, and various
columns can be indexed using column names. The sample fake news dataset is indexed using the column
name ‘text’, and with a numeric index of ‘0’, the first row of data in that column can be accessed. The
first square bracket denotes the column name, while the second bracket denotes the row number. Based
on the sample text explored, it was revealed that the fake news text samples contain symbols,
punctuations, escape characters, and stop words that have no meaning or contextual contribution to the
fake news text samples. Moreover, it is essential to explore the shape of the dataset, which indicates the
number of rows (samples) and columns (features) in the dataset. Figure 2 exploration revealed that the
dataset contains 4,594 news-labeled samples and 2 features (text, label). The labels denote the response
variable of either fake or real news.

label
REAL 2297
FAKE 2297
Mams: count
2000 H -
E -
[
g 1500
L
fis]
i
[1=]
w .
g -
a
=
500 1
O j
—
=T
Ll
=il
Fake Mews Class
Figure 2.

Data Distribution based on Label Class.
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Figure 2 shows a bar chart revealing the label class distribution (fake sample count and real sample
count). This reveals that the real and fake classes contain equal numbers of data class groups (FAKE

and REAL). Each class contains 2,297 samples. The exploration conducted shows that the dataset is
balanced.

frequency_dist.plot(70,cumulative-False, title='Real News (Word Frequency Usage)')
plt.show()
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Figure 3.
Word Frequency Usage (Real News Class).

frequency_dist.plot(7@,cumulative-False, title-'Fake News (Word Frequency Usage)')
plt.show()
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Figure 4.
Word Frequency Usage (Fake News Class).

The frequency count analysis provides a statistical distribution of vocabulary usage. With the
analysis, the most frequently used terms in fake news samples and real news samples can be seen using
the frequency line plot in Figures 3 and 4. The line chart represents the word count or frequency.
Figure 38 revealed that the word “Trump’ is the most frequently used term in real news samples,
tollowed by ‘Clinton’, ‘said’, ‘state’, ‘Republican’, and ‘T’, with a frequency of above 7,500. While “The’ is
the most frequently used term in fake news samples, as shown in Figure 4, followed by ‘T, ‘Clinton’,
“Trump’, ‘state’, and ‘people,” with a frequency of above 4,000.
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Figure 5.
WordCloud Representation of Fake News and Real News.

baseless

Figure 5 shows the WordCloud representation of word frequency usage in both real and fake news
vocabulary. The word cloud uses text size to describe or explore how words are frequently used. The
larger the text, the more frequently the vocabulary appears. Based on Figure 5, it shows that the words
“Trump,” ‘state, ‘Clinton,” and ‘said’ are bigger in the text, revealing that they are mostly used in real
news vocabulary. However, the same figure reveals that the terms ‘the,” ‘I, ‘Clinton,’ ‘state,” ‘people,” ‘us,’
and the like are mostly used in fake news vocabulary.

3.1.8. Data Preprocessing and Cleaning

The Natural Language Tool Kit (NLTK) is an essential tool for solving natural language processing
tasks [87. Data preprocessing and cleaning are conducted using modules (stopwords, PorterStemmer,
and tokenizer) from the NLTK library. The cleaning process is based on the exploration previously
conducted on the dataset. The cleaning steps include removing stopwords, punctuation marks, special
symbols, and special characters, while the preprocessing activities include stemming, tokenizing, and
text case conversion.

Furthermore, to perform the preprocessing operation, three helper functions (remove_punctuation,
remove_stopwords, and stem_and_lower_text) are created to remove punctuations, special characters,
stop words, and reduce similar vocabulary to their stem words using PorterStemmer from the NLTK
library. Moreover, the label encoding involves the transformation of the fake news label (FAKE, TRUE)
into a numeric representation for machine learning processing. In this study, the FAKE label entry is
transformed into zeros (0), while the TRUE entries are transformed into ones (1). The resulting data
frame after transformation is further processed during feature extraction.

3.1.4. Feature extraction (WordEombeddings)

The process of transforming text data into numeric vectors is known as vectorization. However,
Word Embedding refers to feature vectors generated using deep learning-based architectures. Standard
techniques used include Word2Vec, FastText, and GloVe [487. This study utilises the Word2Vec
(CBOW) technique for generating 2-dimensional features from the fake news dataset.

3.1.4.1. Word2Vec (CBOW)

It is essential to extract numerical features from textual data for proper machine learning
computation. This study utilized the Word2Vec (CBOW) model from the Gensim library to extract
feature vectors for each vocabulary with 300 vectors (dimensions). However, the feature vector of
‘trump’ is explored, and it is revealed that each feature vector is stored in an array of length 300. With a
2-D feature vector matrix table format of columns and rows, a matrix can be generated for each news
sample sentence. The columns represent the numeric features, and the rows contain a 300-dimensional
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long feature vector representing that particular sample. Figure 14 shows the feature matrix of 300
features by 4,594 samples that was generated for the fake news dataset.

3.1.4.2. Sequencing & Embedding Matrizx

Sequencing and generation of the embedding matrix is a technique used to create a special feature
that can be passed to the embedding layer of the Bi-LSTM architecture. The TensorFlow library will be
used to perform various preprocessing operations and extraction of numeric sequences for the
embedding layer. The study uses the TensorFlow library for preprocessing and converting fake news
text into a numeric sequence. This preprocessing and transformation are essential to have a suitable
tormat for proper loading into the embedding layer of the Bi-LSTM architecture. A maximum
vocabulary of 10,000 is generated, and each row (news samples) is tokenized and padded to 500 long;
this ensures that all fake news data samples are in an equal sequence (word length) for each text sample.
Finally, the texts are converted to numeric representation using the fext fo_sequence function of the
TensorFlow library.

The sequence generated is used to create the embedding matrix. Therefore, generating the
embedding matrix also requires the word2vec representation and utilizes each word from the generated
vocabulary. As a result of this process, an 80,859 by 500 (2-dimensional) embedding matrix is produced.
The embedding matrix can now be passed as an embedding parameter to the Bi-LSTM input layer.
Algorithm 1 illustrates the pre-processing steps.

3.1.5. Data Splitting

Data splitting entails dividing the dataset into training and testing samples, which results in having
separate data for training the fake news detection model and evaluating the model's performance using
the remaining samples (testing samples). 70% of the fake news dataset is allocated for training, and the
remaining 30% is assigned to model evaluation. This study uses the model_selection.train_test_split
function from the scikit-learn module to split the fake news dataset.

Algorithm 1: Pre-processing

1 Input: The Dataset

2. Output: Pre-processing to be fed to the model
3. Step 1: Text Cleaning

4 For each data point, do

Remove URLs, special characters, numerical values, emoticons, emojis, mentions, and
hashtags.

S

6. Remove non-alphanumeric characters
7. Remove extra spaces and trim the text.
8. Convert text to lowercase.

9. end for

10. Step 2: Tokenisation

11. For each cleaned data set, do

12. Split the text into individual words (tokens)
13. end for

14. Step 3: Stop Word Removal

15. For each token w € data do

16. It wis a stop word, then

17. Remove w from data

18. end if
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19. end for

20. Step 4: Train-Test Split

21. Split the dataset into a training set and a testing set.
22. Step 5: Word2Vec Embedding

23. Train a Word2Vec model on a dataset.

24. Vectorise the data using Word2Vec

25. Step 6: IFastText Embedding

26. Train the FFastText model on the data.

217. Vectorise training and test data using FastText
28. Step 7: Handle NaNs in Embeddings

29. For each vector v € T, T do

30. If any value in vis NaN, then

31. Replace v with a zero vector.

32. end if

33. end for

34. Return Preprocessed Data

3.1.6. Bi-LSTM Training

The Bidirectional Long Short-Term Memory (Bi-LSTM) architecture is a recurrent neural network
that processes text input data in both directions. This architecture will be used to pre-train the fake
news prediction model to extract highly contextualized word embedding vectors, which will be used as
input vectors for various machine learning algorithms during training in a transfer learning approach.
The Bi-LSTM architecture layers are created using TensorFFlow and the Keras module. A sequential Bi-
LSTM architecture is created with seven layers to train the fake news detection models. The
architecture consists of one input layer, one embedding layer, two Bidirectional LSTM layers, one
LSTM layer, one fully connected dense layer, and finally one output layer.

Embedding layer processes 500 vectors of numeric values as input, while the Bi-LSTM, LSTM, and
Dense layers consist of 256 neurons, 64 neurons, and 32 neurons for weight, bias, and loss computation.
Finally, the output layer has only one neuron denoting either fake (0) or real (1) news output.

3.1.7. Loading Pre-Trained Bi-LSTM Weight

The highly contextualized weights or features from the Bi-LSTM model are saved and reloaded
(reused) as pre-trained weights. The weights are used as feature vectors to train various machine
learning algorithms.

3.1.8. Machine learning Algorithms

Five machine learning algorithms, including Support Vector Machine (SVM), K-Nearest Neighbour
(KNN), Random Forest (RF), Naive Bayes (NB), and Decision Tree (DT), will be trained to detect fake
news. The pre-trained fake news weight (word embeddings from Bi-LSTM) will be used to enhance the
training process of the listed machine learning algorithms.

3.1.8.1. Naive Bayes (NB) Algorithm

Naive Bayes is widely used to compute conditional probability, which originates from Bayes'
theorem by expressing the likelihood of an event occurring based on the occurrence of another event
[447. Naive Bayes functions as a classifier within the domain of supervised learning algorithms, and it
performs predictions based on probability scores from different classes [457.
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P(B A)-P(A)
P(A|B) = —L(B)
(1)

P(A|B): Probability of event A such that event B has already occurred.

3.1.8.2. Support Vector Machine (SVM)

SVM Algorithm is highly efficient for addressing binary classification problems [87. SVM is a
supervised machine learning algorithm that can be used for solving both classification and regression
problems; it is based on the idea of finding a hyperplane that best separates the dataset into two classes.
Hyperplanes are decision boundaries that help machine learning algorithms classify data points
accurately [87. The algorithm provided in Figure X is based on feature set N (0-N) and is sorted using
information gained in decreasing order of accuracy.

3.1.8.3. K-Nearest Neighbours (KNN)

The K-NN algorithm operates on the concept of similarity measures between new samples and
existing samples. The algorithm groups the new sample point into the category that is most likely to be
one of the available categories. It stores all accessible data and classifies new data points using similarity
measures.

3.1.8.4. Decision Tree Algorithm

Khanam et al. [46] introduce a decision tree as a vital technique used for solving classification
problems, which operates like a flow chart. Each internal node of a decision tree sets a condition or
"test" on an attribute, guiding the branching based on these conditions. Ultimately, the leaf node holds a
class label determined by evaluating all attributes. The distance from the root to a leaf node defines the
classification rule.

3.1.8.5. Logistic Regression

Logistic Regression is a frequently employed classification method specifically designed for
assigning labels to observations within a distinct set of classes. In addressing binary classification tasks,
Logistic Regression has proven to be a successful choice [477]. The main strength of logistic regression
techniques lies in its sigmoid function, which generates a probability value that is subsequently linked to
a class within a discrete set for comparing two or more classes [47].

1
S(x) T 1tex
(2)

1 +e-x

IfS(x) > 0.5, assign label = class A, else assign label = class B, where 0 < S(x) < 1 and (A, B) are sets of
classes [47].

3.1.9. Model Evaluation

It's essential to evaluate the performance of the fake news prediction models using the test sample
data and measure their performance using standard performance metrics such as accuracy, precision,
recall, and F-score.

3.1.9.1. Accuracy
The accuracy metric is used when the dependent or output variable is categorical or discrete. It
represents the fraction of time a model correctly predicts the total predictions it makes [487].

TP+TN

Accuracy = m————— (3)
TP+FP+FN+TN
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8.1.9.2. Precision

The precision of text classification indicates the level of exact prediction carried out by the model
[487. Technically, given all the positive cases (thus the relevant classes), to how many classes are
correctly classified by the model [487.

TP
TP+FP (4)

Precision =

3.1.9.3. Recall

The Recall and Precision metrics are complementary to each other. Recall indicates how well a
model can identify positive instances in a problem statement. It is calculated based on all the positive
predictions made by the model and the proportion of these predictions that are truly positive [487].

TP
TP+FN (5)

Recall =

3.1.9.4. I'1-Score
The F1-score metric combines precision and recall into a single measure; it also captures the trade-
off between these metrics, representing both completeness and accuracy [487].

Fi-score = Xk (6)
Pi+R;
3.2. System Analysts and Design
This subsection introduces various conceptual diagrams to illustrate how the proposed fake news
detection model will be designed and developed. The system framework and flow chart diagram are
designed using the Microsoft Visio application. Finally, the Bi-LSTM-2-ML algorithm will also be
illustrated in this subsection.

Algorithm 2: Bi-LSTM-2-ML transfer learning-based Model
Input: Fake news dataset
Output: Evaluation results R

1 Start
2 Load the labeled fake news dataset
3 Data Cleaning

3.1 Tokenize the text
3.2 Remove punctuation marks
3.3 Remove stop words
3.4 Apply stemming using PorterStemmer
3.5 Convert all text to lowercase.
Replace label ‘fake with 0 and ‘real with 1
Apply word embeddings using word2vec()
Apply tensoripkenization( ) for feature extraction
Use paddingsequence( )to ensure eual length pad sequences
Split dataset with traing;,, = 70 and testg;,, = 30
Build and train a Bi-LSTM model using learning.train()
10 Use the trained Bi-LSTM model as a feature extractor
11 Extract Bi-LSTM features.
12 Train multiple ML classifiers on extracted features (KNN, GNB, SVM and DT)
Evaluate each ML model

© 0 3 O O Bn

13
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14 Store results in R
15 Return R
END

Algorithm 2 illustrates the step-by-step approach for developing the proposed Bi-LSTM-2-ML fake
news detection model. The algorithm is divided into nine major steps, each with associated subtasks.
These steps include data loading, data cleaning, data transformation, feature extraction, data splitting,
Bi-LSTM deep learning training, machine learning using transfer learning, and model evaluation.

4. Implementation

The pre-trained Bi-LSTM model implementation, along with the Bi-LSTM transfer learning for
machine learning training, will be comprehensively discussed in this sub-section. Marjory Python
libraries such as sklearn, TensorFlow, and Keras will be used for training the deep/machine learning
models. Firstly, a sequential-based Bi-LSTM model is built, compiled, and summarized before the fake
news training process is started.

4.1. Deep learning Implementation (Bi-LSTM)

Model: "sequentisl_28"
Layer (type) Output Shape Param #
embedding 28 (Embedding) (Mone, 588, 588) 4p429520
bidirectional_27 {Bidirect {Mone, 5@@, 256) 544296
ional)
bidirectional 28 (Bidirect (Mone, 58@, 25&) 304248
ional)
1stm_5@ {LSTM) (Mane, 54) 82175
dense_28 (Dense) {None, 32) 2938
dense_29 (Dense) {Mone, 1) 33

Tota arams: 41552125 (158.51 MB)

Trainable params: 1122625 (4.28 MB)

Mon-trainable params: 48429588 (154.23 MB)

Figure 6.
Bi-LSTM Sequential Model Architecture.

Based on Iigure 6, the Bi-LSTM sequential model instance is created, along with other essential
layers, using the TensorIFlow Keras API. Additional layers are added to the Bi-LSTM model instance
using the model.add function; the layers have been added, including one (1) Embedding layer, two (2)
Bidirectional LSTM layers, one (1) LSTM layer, one (1) fully connected Dense layer, and lastly, one (1)
output layer. The embedding layer contains parameters such as the vocabulary size (vocabulary_size),
output dimension (output_dim), sequence length (input_length), feature matrix (weights), and finally,
the trainable parameter has been set to false (trainable=False). The input sequence (embedding size) is
set to 500 features per sequence, and the two layers of Bidirectional LSTM contain 128 neurons with a
20% dropout rate. The LSTM layer contains only 64 neurons with a 10% dropout rate for each training
iteration, while the dense layer contains 32 neurons and a ReLU activation function to introduce non-
linearity. The final layer contains a single neuron outputting the value of either ‘0’ or ‘1" with a sigmoid
activation function, which is used for binary classification tasks.

Furthermore, the Bi-LSTM model architecture is compiled and summarized before training. The Bi-
LSTM architecture is compiled using Adam as the optimization algorithm, binary_crossentropy as the loss

Edelweiss Applied Science and Technology
ISSN: 2576-8484

Vol. 9, No. 10: 1515-1540, 2025

DOI: 10.55214/2576-8484.v9110.10684

© 2025 by the authors; licensee Learning Gate



1531

tunction, and accuracy as the performance metric. The training of the Bi-LSTM model is initiated using
the fit function of the Bi-LSTM model object. The fit function uses parameters that define how the
training process is conducted; this includes X_train (predictor features), y_frain (response features),
validation_split of 20% (data sample for training validation), and an epoch set to 12. The training process
summarizes training loss, accuracy, val_loss, and val_accuracy for each iteration. I'inally, the last accuracy
and loss on the 12t iteration represent the highest accuracy and minimum loss achieved by the model.

4.2. Machine Learning Implementation

This subsection details the training process of various machine learning models, including Support
Vector Machine (SVM), Decision Tree (DT), Naive Bayes (NB), Logistic Regression (LR), and K-
Nearest Neighbour (KNN). Additionally, transfer learning-based models are retrained using Bi-LSTM
pre-trained weights to enhance performance. To train these machine learning models, the fit function is
called, passing the x_train” and ‘y_train” data samples as parameters. Once trained, the models for fake
news detection can be evaluated and used for predictions.

5. Result and Discussion
5.1. Deep Learning Performance

Figure 7 shows the training performance measure of the Bi-LSTM fake news detection model using
line chart and a confusion matrix. The line chart illustrates the change in performance based on
accuracy and loss for every epoch. The plot shows a smooth trend in accuracy increase for both training
and validation samples, but initially, the training accuracy was low for the first epoch, and later
performed efficiently on the training sample. For every epoch, the model significantly drops in loss,
which shows a smooth learning curve.
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Figure 7.
Bi-LSTM Accuracy & Loss.

Figure 8 shows the confusion matrix illustrating the interception of the actual output to be
predicted (Actual Value) and the predicted value (Prediction Value). The confusion matrix indicates that
real news was misclassified 44 times as fake news, and fake news was misclassified 46 times as real news.
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Figure 8.
Bi-LSTM Confusion Matrix Plot.

Figure 9 shows the Bi-LSTM model's performance metrics, which achieved an accuracy of 92.16%, a
precision of 92.18%, a recall of 91.85%, and an F 1-score of 92.02%.

view_collective_result{y_test, norm_prediction, "Bi-LSTM Model'

Rusult Summary for :Bi-LSTM Model

9216710182767625

Owerall Accuracy :
Overall Precision : 8.9218472468916519
Overall Recall : 8.91855407279646082
Overall Fl-score : @.9282127565957445%

(=)

ml_result_table = pd.DataFrame(dl_results)
ml_result_table.set_index{'model’})
accuracy precision recall  flscore
model

Bi-LSTM Model 0921671 0921847 0012584 0920212

Figure 9.
Bi-LSTM Performance Summary.

5.2. MaChinese Learning Performance (Bi-LSMT'-2-ML)

This subsection comprehensively discusses the result summary of the machine learning training
process using the Bi-LSTM trained weights. Table 2 shows the accuracy, precision, recall, and I'1-score
for each benchmark machine learning algorithm trained without the Bi-LSTM pre-trained weight.
Based on Table 2, the Support Vector Machine (SVM) achieved 88.1% accuracy, which is the best
accuracy observed. Logistic Regression follows the SVM performance with 87.5% accuracy, followed by
the K-Nearest Neighbour with 85.8%, the Decision Tree with 81.8%, and finally, the Naive Bayes
Algorithm with the lowest performance of 79.4% accuracy. The result summary in Table 2 serves as a
benchmark, which will be used later for comparing and validating the impact of transfer learning on the
machine learning algorithms. Table 2 is graphically represented using the bar chart visual displayed in
Figure 10.
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Table 2.

Machine Learning Performance (Without Bi-LSTM).

S/N Model Accuracy Precision Recall F1-score
0 Logistic Regression 0.875272 0.904412 0.851801 0.877318
1 K Nearest Neighbour 0.858593 0.86145% 0.869806 0.86561
2 Naive Bayes 0.79405% 0.834862 0.756233 0.793605
3 SVM 0.881073 0.918919 0.847645 0.881844
4 Decision Tree 0.818709 0.834278 0.815789 0.82493

The bar chart in Figure 10 Graphically represents the performance of various machine learning
algorithm models without the Bi-LSTM weight. The accuracy, precision, recall, and F1-score are
displayed in bars for every model. The bar chart shows a graphical representation of Table 2, and it can
be seen that SVM performs best, and the Decision Tree has the lowest performance (below 80%).

Performance Metrics (ML without Bi-LSTM Transfer Weight)

0.8 1
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0.4

0.2 accuracy
precision
recall
flscore
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=
@

Performance in Percentage (%)
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KNearest Neigbhour
Naive Bayes
Decision Tree

model

Figure 10.
Machine learning Algorithm performance comparison.

The bar chart in Figure 11 illustrates the performance of various machine learning algorithms in
terms of accuracy, precision, and recall. Figure 13 presents the performance of these algorithms in terms
of accuracy, precision, recall, and F1-score, utilizing Bi-LSTM transfer learning to enhance model
performance. The bar chart provides a graphical representation of Table 2, indicating that Logistic
Regression (LR) performs the best, while the Decision Tree algorithm has the lowest accuracy
performance at 91.2%.
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Figure 11.

Machine learning Algorithm with Bi-LSTM Transfer Learning.
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Table 38 shows the performance increase in accuracy, precision, recall, and I'1-score, using the
concept of transfer learning to improve the performance of the trained machine learning algorithm with
the Bi-LSTM pre-trained model. Based on Table 3, it is revealed that Logistic Regression, Naive Bayes,
and Support Vector Machine attain accuracies of 92.2%, 92.1%, and 92.0%, respectively, while Nearest
Neighbour and Decision Tree obtain accuracies of 91.6% and 91.2%.

Table 3.

Machine Learning Performance (Bi-LSTM-2-ML).
S/N Model Accuracy | Precision Recall F1-score
1 Logistic Regression 0.921671 0.921847 0.918584 0.920213
2 K-Nearest Neighbor 0.916449 | 0.916519 | 0.918274 | 0.914894
3 Naive Bayes 0.921671 0.921847 0.918584 0.920218
4 Support Vector Machine 0.920801 0.926259 0.911504 0.918822
5 Decision Tree 0.912097 0.911348 0.909735 0.91054

Furthermore, Table 4 shows the performance comparison between the benchmark accuracy of
various machine learning fake news detection models and the proposed Bi-LSTM transfer learning-2-
ML fake news detection models. It is clearly shown that the machine learning algorithm trained using
the Bi-LSTM transfer weight performs significantly better than machine learning fake news detection
without the Bi-LSTM enhancement. It is also revealed that Support Vector Machine improves in
performance from 87.4% to 92.0%. In comparison, Logistic Regression achieved 92.2% from 86.0%, K-
Nearest Neighbour from 85.4% to 91.6%, Naive Bayes obtained an accuracy increase from 79.0% to
92.1%, and finally, Decision Tree attained 91.2% from 78.5%. This performance difference can be seen in

the bar chart in Figure 12.

Table 4.
ML Vs Bi-LSTM-2-ML.
S/N Model Proposed Bi-LSTM Transfer learning-2-ML Machine learning (Benchmark)
1 Logistic Regression 92.16% 86.00%
2 K-Nearest Neighbor 91.64% 85.49%
3 Naive Bayes 92.16% 79.04%
4 SVM 92.08% 87.45%
5 Decision Tree 91.20% 78.58%
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Figure 12 shows the performance comparison between the Bi-LSTM transfer learning-2-ML and
the machine learning (benchmarked) models' accuracy. Regarding the figure, it is revealed that the
proposed Bi-LSTM transfer learning-2-ML performs efficiently, with an increase of 8.54% in average
accuracy, surpassing the benchmark machine learning algorithms. Table 5 presents a comparison of the

proposed algorithm with the state-of-the-art studies.

Result Comparision Between Bi-LSTM+ML and ML Model
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Figure 12.

ML Vs Bi-LSTM-2-ML.

Table 5.
Proposed Bi-LSTM-2-ML Vs Benchmark Models.
S/N | Modd M Benchmar) | st o | Javbhave [153 | gy e
1 Logistic Regression 86.00% 90.46% 91.22% 92.16%
2 K-Nearest Neighbor 85.49% 89.98% 74.68% 91.64%
3 Naive Bayes 79.04% 86.89% 79.41% 92.16%
4 SVM 87.45% 73.33% Hokkokk 92.08%
5 Decision Tree 78.53% 89.33% 89.00% 91.20%

Table 5 and Figure 13 show the results and performance comparison between the proposed Bi-
LSTM-2-ML fake news detection model, benchmark model, Pandey et al. [67]. Based on the table and
figure, it is revealed that the proposed Bi-LSTM-2-ML fake news detection model performs
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significantly better than the existing models, and the Bi-LSTM pre-trained weights have enhanced the
performance of all the machine learning models with better accuracy than the existing models.

Proposed Bi-LSTM-2-ML Vs Benchmark Models

100.00%
90.00%
80.00%
70.00%
60.00%
50.00%
40.00%
30.00%
20.00%
10.00%
0.00%
Logistic Regression  K-Nearest Neighbor Naive Bayes Decision Tree
m Machine learning (Benchmark) u Pandey et al., (2022)

u (Jaybhaye et al., 2023) Proposed Bi-LSTM Transfer learning-2-ML

Figure 13.

Proposed Bi-LSTM-2-ML Vs Benchmark Models Performance Comparison.

6. Conclusion and Recommendation

The research study developed a fake news detection model using five machine learning models,
including Logistic Regression (LR), K-Nearest Neighbour (KNN), Naive Bayes (NB), Support Vector
Machine (SVM), and Decision Tree (DT). The research utilises the Bi-LSTM deep learning model to
enhance the performance of the prior machine learning models mentioned, using the transfer learning
approach. Hence, the implemented Bi-LSTM-2-ML fake news detection model has significantly
demonstrated great performance with an average increase of 8.54% in accuracy compared to the
benchmark approach. Pandey et al. [67] proposed a similar machine learning model for fake news
detection, but the model's performance was not satisfactory, while Jaybhaye [137 suffered from model
overfitting during training and poor performance on testing samples. This issue is addressed by
enhancing the performance of the machine learning model using Bi-LSTM contextualized weights in
training the machine learning algorithms, and also addressing the overfitting issue using dropout
techniques to penalize the Bi-LSTM training weights. The performance comparison between the
proposed Bi-LSTM-2-ML model and the benchmark ML models shows that the Bi-LSTM weights
significantly enhance the performance accuracy of the ML model used for building Bi-LSTM-2-ML
models. Furthermore, an extensive study can be conducted on other deep learning architectures or
transformer-based architectures to improve machine learning using a transfer learning approach.
Architectures such as LSTM, GPT, BERT, Albert, GRU, and similar models can be adopted. This will
reveal further insights and confirm the impact of deep learning models on machine learning
performance through a transfer learning approach.
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