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Abstract: This paper presents the development, system analysis, and design of the Smart Guide for the
Blind (SGB), a mobile application created to support visually impaired individuals in navigating their
surroundings safely and independently. The system leverages the smartphone’s camera alongside real-
time object detection models, including TensorFlow and YOLOVS5, to identify surrounding obstacles
and communicate them through auditory cues and vibration alerts. Designed as a cost-effective and
portable assistive tool, SGB targets users who may not have access to expensive specialized
technologies. Comprehensive testing demonstrated the application’s effectiveness in recognizing a wide
range of common environmental objects, confirming its potential to enhance situational awareness and
reduce navigation risks. By improving mobility, confidence, and day-to-day autonomy, the SGB
contributes to broader societal goals of inclusion and accessibility. The project aligns with the Kingdom
of Saudi Arabia’s Vision 2030 initiatives, which emphasize empowering individuals with disabilities and
expanding the availability of innovative, technology-driven solutions to support their full participation
In soclety.
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1. Introduction

The ability to navigate safely and independently is crucial for visually impaired individuals, as it
directly impacts their quality of life and autonomy. Globally, millions suffer from visual impairments,
which often restrict their mobility and limit participation in various aspects of society, such as work,
education, and community engagement [17]. While traditional aids like white canes and guide dogs have
provided essential support, they are often insufficient for navigating complex environments, particularly
urban and unfamiliar settings [27]. Furthermore, the advent of assistive technologies incorporating
sensors and artificial intelligence (AI) has introduced new solutions; however, these technologies are
tfrequently cost-prohibitive and inaccessible for many who would benefit from them [37].

Current solutions in assistive navigation primarily rely on costly hardware or complex setups,
limiting their usability in real-world scenarios. For instance, loT-enabled devices have shown promise
in enhancing navigation but often require significant initial investment, maintenance, and technical
expertise [4, 5. Recent studies in deep learning and computer vision have enabled real-time object
detection and feedback mechanisms tailored for visually impaired users, but accessibility remains a
barrier due to the expense and hardware dependencies [6, 7. Therefore, there is a pressing need for
accessible, affordable, and user-friendly mobile applications that leverage these technologies to provide
real-time obstacle detection and adaptive navigation feedback for the visually impaired.
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The research problem addressed in this paper centers on the absence of affordable, effective mobile
solutions that assist visually impaired individuals with real-time object detection and navigation in
diverse environments. Many existing solutions lack the ability to dynamically adjust to varying
surroundings, which reduces their practical utility for users navigating both familiar and unfamiliar
spaces. This paper proposes a smartphone-based solution designed to deliver real-time object detection
and navigation feedback through a multi-sensory approach, thereby providing an accessible, adaptable,
and low-cost alternative to current assistive technologies [8-107].

This paper developed the Smart Guide for the Blind (SGB) application, designed to leverage widely
accessible smartphone technology for real-time object detection and navigation assistance. The
application utilizes advanced AI models, specifically TensorFlow and YOLOVS5, to recognize objects
within the user's environment and provide immediate auditory feedback and vibrations. This approach
eliminates the need for additional hardware while maximizing accessibility and cost-effectiveness.

The primary contributions of this paper are as follows:

1. Affordable Assistive Solution: We propose a cost-effective application accessible on standard
Android devices, making navigation aids available to visually impaired users without the
financial burden associated with specialized equipment.

2. Real-Time Object Detection and Feedback: By implementing TensorFlow and YOLOvS5 for
real-time object detection, our application provides immediate feedback through audio alerts and
vibrations, allowing users to navigate their surroundings safely and confidently.

3. User-Centered Design for Accessibility: SGB is tailored specifically for visually impaired users,
ensuring that interface design, feedback mechanisms, and usability align with their needs. The
simple and intuitive design supports ease of use across different age groups and levels of
familiarity with technology.

4. Independence Enhancement: Our solution contributes to improved independence and quality of
life for visually impaired individuals by reducing their reliance on physical assistance for
mobility, thus supporting a more autonomous and empowered lifestyle.

This paper discusses the SGB’s system architecture, Al model selection, implementation process,
and rigorous testing phases. Through the SGB, we aim to demonstrate how accessible technology can
positively impact the lives of visually impaired individuals, supporting the broader goals of inclusivity
and equal opportunity.

2. Literature Review

Assistive technology for visually impaired individuals has advanced significantly through
innovations in artificial intelligence (AI), the Internet of Things (IoT), and deep learning. The following
review explores research on object detection, navigation, and multi-sensory feedback, which directly
informs the development of the Smart Guide for the Blind (SGB) application.

Hareva et al. [57] developed a mobile surveillance siren against moving objects to aid visually
impaired users in detecting moving objects through a smartphone camera [17. This system is beneficial
for navigating dynamic environments; however, it differs from SGB, which focuses on static obstacle
detection in familiar settings. Hareva's work provided foundational insights into real-time detection and
alert systems for mobile devices, contributing to SGB’s object recognition design and user interface
considerations.

The Let the Blind See device, created by Gupta et al. [7] integrates Al with [oT technology, using
a Raspberry Pi and sensors to guide users through audio feedback in unfamiliar environments [27].
While eftective, this device requires external hardware, differing from SGB's smartphone-based
approach, which emphasizes accessibility and affordability. Gupta’s study underscored the value of
environmental adaptability in assistive devices, an aspect that SGB applies by optimizing object
detection for familiar indoor settings.

Ruriakose et al. [37] introduced DeepNAVI, a smartphone application that utilizes deep learning for
real-time obstacle detection [37]. By prioritizing portability and ease of use, DeepNAVI aligns closely
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with SGB's goal of providing efficient navigation on mobile devices. The efficient use of deep learning
models in DeepNAVI influenced SGB’s choice of TensorFlow and YOLOv5 to achieve real-time
processing, with high accuracy and minimal setup.

Valipoor and De Antonio [97 conducted a comprehensive review of computer vision-driven scene
understanding, outlining the capabilities and limitations of deep learning models for object detection
[47]. Their work offers valuable insights into scene understanding, helping to refine SGB’s object
classification capabilities across various settings. By integrating advancements in computer vision, SGB
aims to provide precise, real-time feedback on obstacles in the user's immediate environment.

Plikynas et al. [107] explored indoor-guided navigation for blind users through a crowdsourced
approach, where volunteers map indoor routes for accessibility [57]. This approach enables extensive
data collection for indoor environments. Although SGB focuses on real-time detection rather than pre-
mapped routes, incorporating community-based data sharing could enhance SGB’s adaptability in future
versions by allowing users to access shared feedback about specific environments.

An IEEE study, Zhang et al. [117], presented loT-enabled smart shoes that incorporate sensors for
detecting environmental hazards, providing feedback through auditory and haptic cues [67]. This
system’s comprehensive feedback supports sater navigation, although it relies on specialized wearable
technology. SGB provides similar real-time feedback via smartphone, without requiring additional
equipment. This wearable study underscores the effectiveness of multi-sensory feedback, which SGB
incorporates through both vibration and audio alerts.

Nasreen et al. [127] utilized Convolutional Neural Networks (CNNs) in an object detection system
tor visually impaired users, which combines YOLO with narration to provide real-time descriptions of
identified objects [77]. This approach enhances situational awareness and informs SGB's use of
TensorFlow for rapid, accurate object detection, ensuring that users receive immediate feedback on
nearby obstacles.

The Blind Reader application by Mambu et al. (187 leverages augmented reality (AR) for object
recognition, providing audio feedback on detected objects [87. Although SGB employs Al instead of
AR, the Blind Reader’s use of auditory information and marker recognition influenced SGB’s interface
design, emphasizing ease of use and intuitive feedback.

Ali et al. [147 explored a multi-object detection approach combining IoT with AI to improve
visually impaired users’ situational awareness [97]. This system integrates laser sensors and
TensorFlow-Lite for real-time detection and comprehensive guidance, highlighting the potential for
combining multiple sensory inputs. Although SGB currently relies on smartphone detection, this
approach suggests opportunities for future enhancements, such as integrating IoT-based proximity
detection for complex environments.

Advances in real-time object detection have significantly impacted assistive technologies for visually
impaired individuals. Recent systems incorporate deep learning to recognize objects in complex
environments. For example, a study by Rahman [157] explored a real-time object detection system
specifically for visually impaired users, demonstrating improved object recognition accuracy, which aids
in identifying potential hazards in real time [157.

Compact computing platforms like Raspberry Pi have enabled accessible solutions for real-time
object detection combined with voice feedback. Mukhiddinov and Cho [67 developed a real-time object
recognition system with voice feedback on Raspberry Pi, which offers visually impaired users enhanced
navigational support through an affordable setup Kim [167. This economical approach inspired SGB's
tocus on mobile-based solutions, aiming to provide similar benefits without additional hardware.

Al-assisted navigation devices have extended beyond simple obstacle detection to include predictive
capabilities. In their study, Kumar [177] examined an Al-based navigation aid that uses Al to guide
visually impaired individuals through complex environments, providing them with adaptive support and
enhanced spatial awareness [17]. The predictive Al features inspired similar adaptive feedback
mechanisms in SGB.
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[oT-enabled smart canes enhance navigation by integrating ultrasonic sensors for obstacle
avoidance. Jackson [187] developed the Smart Blind Stick with IoT monitoring and real-time obstacle
detection, ensuring user safety through continuous feedback [187. Although SGB does not require
additional devices, the multi-sensory approach to feedback in this study influenced SGB's integration of
smartphone-based vibrations and auditory alerts.

A study by Chen [197 highlighted the use of 8D object recognition powered by deep learning to
enhance spatial awareness in assistive technologies. The system provides multiple-angle detection of
obstacles, enabling visually impaired individuals to navigate complex environments safely [197].
Although SGB focuses on 2D detection, it applies similar principles of robust object recognition.

Haptic and audio feedback are increasingly combined in wearable navigation aids to improve user
responsiveness and spatial awareness. Alqurashi [20] investigated the effectiveness of haptic and audio
integration in wearable devices, finding that multi-sensory cues significantly enhance user safety in
complex settings [207]. SGB incorporates these findings by using vibration and audio feedback, creating
a richer navigational experience for users.

Machine learning has proven valuable in assistive technologies for identifying objects in cluttered
spaces. Liu [217] studied machine learning applications in visually impaired navigation, demonstrating
improved accuracy and processing speed, essential for real-time applications [217]. SGB’s object
detection capabilities benefit from similar machine learning strategies, ensuring timely and accurate
feedback in diverse settings.

These studies highlight the wide range of approaches in assistive navigation, including Al-driven
object detection, IoT-enhanced smart canes, and wearable solutions with multi-sensory feedback. SGB
builds on these advancements by combining real-time object detection, audio narration, and vibration
alerts into a smartphone-based application, ultimately enhancing independence and navigational
confidence for visually impaired users.

3. Proposed Solution

The Smart Guide for the Blind (SGB) application is an Android-based mobile solution that leverages
real-time object detection to provide immediate and accessible navigation support for visually impaired
users. The app is specifically designed to operate on widely available smartphones, eliminating the need
for expensive, specialized equipment and making the solution both practical and affordable for a broad
user base.

Here is a breakdown of the SGB's core components and features, highlighting how they contribute
to overcoming the identified challenges.

1. Real-Time Object Detection with TensorFFlow and YOLOvs: The SGB application uses
TensorFlow and the YOLOv5 model for object detection, enabling efficient recognition of various
objects within the user's immediate environment [227]. YOLOVS5 is well-regarded for its speed and
accuracy, making it a suitable choice for mobile devices where processing power and responsiveness are
critical. The application accesses the smartphone’s camera to capture and analyze the surroundings,
identifying objects and relaying information to the user almost instantaneously. This setup allows users
to receive real-time feedback about obstacles, ensuring they can adjust their path safely and quickly.

2. Multimodal Feedback System: To ensure effective communication with visually impaired users,
the SGB application utilizes a multimodal feedback system comprising both audio cues and vibrations
[237. Upon detecting an object, the app provides an audio alert that specifies the object type, using text-
to-speech technology to describe it clearly and understandably. Additionally, the application triggers a
distinct vibration pattern for each detected obstacle, which reinforces the audio feedback and ensures
that users receive notifications in real time. This multimodal approach is crucial for accommodating
different user preferences and ensuring that users can continue navigating safely even in noisy
environments.

3. User-Friendly Interface with Voice Commands: Accessibility is a primary design consideration
tor the SGB, which is why the app includes a voice-activated interface [237. Users can open and
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navigate the app using voice commands, allowing them to interact hands-free. Upon starting the
application, users receive audio instructions to guide them through the setup and usage, ensuring a
seamless experience. The interface itself is minimalistic and straightforward, designed to provide clear
instructions with minimal visual clutter, which is essential for users with limited or no vision.

4. Personalized Object Detection and Distance Calculation: The SGB application offers a customized
object detection experience tailored to environments familiar to the user. Rather than focusing solely on
generic objects, the app allows users to set preferences for objects they commonly encounter, such as
household items or specific landmarks [247. The app measures and reports approximate distances to
objects, allowing users to gauge proximity and navigate with greater precision.

5. Continuous Learning and Updates: The SGB leverages TensorFlow’s capability for continuous
updates, allowing it to incorporate new objects and improve recognition accuracy over time. This
adaptability ensures that the application remains relevant as new objects or obstacles are encountered,
making it a more sustainable tool for visually impaired users.

3.1. Solution Workflow

Upon opening the app, users are presented with an instructions interface that explains the app’s
teatures and basic use. Once permissions for the camera and audio are granted, the application activates
the smartphone’s camera to continuously scan the surroundings. Detected objects are instantly
analyzed, identified, and communicated to the user through both audio descriptions and vibration
signals.

The SGB application addresses key limitations of existing solutions by providing a portable,
affordable, and reliable tool for visually impaired users. By focusing on real-time object detection,
multimodal feedback, and continuous adaptability, the proposed solution offers a comprehensive
assistive tool that enhances user independence and confidence in navigating various environments.
Through these features, the SGB not only bridges current accessibility gaps but also aligns with
broader inclusivity goals, making a significant contribution to the field of assistive technology.

3.2. System Analysts and Design

The Mart Guide for the Blind (SGB) application was developed using a structured approach to
system analysis and design, ensuring that all functional and non-functional requirements are met and
that the system operates effectively for visually impaired users. This section details the analytical
approach and the design models used, including use case, data flow, entity-relationship, and sequence
diagrams. Each model demonstrates how the SGB system interacts with users and processes data to
achieve real-time object detection and feedback.

3.2.1. Functional Flow

1. User Interaction: The user initiates the app, which provides on-screen instructions and requests
permissions.

2. Environment Scanning: Once permissions are granted, the app begins real-time scanning
through the camera, capturing live data from the user's surroundings.

3. Object Detection: Captured images are processed using deep learning models to identify objects
within proximity to the user.

4. Feedback Mechanism: For each detected object, the app provides instant audio feedback and
vibration notifications, helping the user avoid obstacles.

5. Session Management: The user can end the session at any point, pausing all detection processes
until reactivated.
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3.2.2. Use Case Diagram
The Use Case Diagram as illustrated in Figure 1, shows the interactions between the user and the
SGB system, demonstrating how various user needs are met by different functionalities of the
application [25].
Actors:
e Primarily a visually impaired person who interacts with the application.
Use Cases:
e Open application: The user initiates the SGB app through voice commands or touch.
e Grant Permissions: The app requests permissions to access the camera and microphone.
e Real-Time Object Detection: The application uses the camera to detect objects in the user’s
environment.
e Provide Feedback: The application provides audio and vibration feedback based on detected
objects.
In the diagram, each use case is connected to the user, showing a simple flow from opening the
application to receiving feedback, representing the core functionalities of the system.

SGB

Scan The
Environment
Identify Objects

S T
x\\d//

Notify The User Of The

System

Request Information A
The Environment

Figure 1.
Use Case Diagram of SGB.

3.2.8. Data Flow Diagram (DFD)

The Data Flow Diagram (DIFD), as shown in Figure 2, provides an overview of how data is
processed and transferred through the system, capturing the flow of information between the user, the
application, and the environment [267].

Levels of DFD:
e Level 0 (Context Diagram): Shows the user’s interaction with the SGB app as a single process.
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Level 1: Expands on the internal processes of the app, including Capture Environment Data,
Process Data with Object Detection, and Provide Feedback, which is shown in Figure 2.

Data Flow Components:

Input: Camera data captured by the smartphone.

Processing: Image data is processed by the TensorFlow and YOLOv5 models for object
detection.

Output: Audio notifications and vibrations are sent to the user about the detected objects.

1 N\
Blind User Speak ‘ Start The App
Voice Recognition » SGB Application
A J/
Open Camera
( 2
| £
Scan Environment
Object detection
|/ 3 Through
display y v
Notification
SR < D1 | Object Datastore
AN
Figure 2.

Data Flow Diagram of SGB.

3.2.4. Sequence Diagram
The sequence diagram visually represents the sequence of actions taken when the user interacts
with the app, from launching it to receiving feedback, as illustrated in Figure 3 [27].

Steps:

Launch Application: The user initiates the application.

Request Permissions: The app requests necessary permissions, such as access to the camera.
Capture Environment: The camera captures images of the surrounding environment.

Process Object Detection: The captured data is analyzed using TensorFlow and YOLOv5
models to identify objects.

Generate Feedback: Based on the detected objects, the system provides feedback in the form of
audio alerts and vibrations.

End Session: The user ends the session, and the app stops capturing data.

The sequence diagram emphasizes the application's interaction flow, demonstrating how each
component is activated in a step-by-step manner, ensuring seamless functionality and user experience.
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Figure 3.
Sequence diagram of SGB.

4. Implementation
The Smart Guide for the Blind (SGB) application was implemented as an Android-based mobile
solution aimed at providing visually impaired users with real-time object detection and navigation
assistance. The development process involved several key components:
1. Development Tools and Frameworks: The application was built using React Native for its cross-
platform capabilities, with Expo Go used to streamline the development process and Visual Studio

Code as the primary coding environment. These tools enabled efficient application design and
coding, ensuring compatibility with Android devices.
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2. Object Detection: SGB utilizes TensorFlow and YOLOVS5 for real-time object detection. YOLOvVS5
was selected over other models due to its balance of accuracy and performance, making it suitable
for mobile environments with limited processing power. This setup allows the app to recognize
objects in the user’s environment almost instantaneously, offering timely alerts.

3. Interface Design and User Interaction: The SGB includes several interfaces:

e Instructions Interface: Provides initial setup guidance through text-to-speech instructions.

e Permission Interface: Requests necessary camera permissions for object detection functionality.

e Environment Scanning Interface: Activates the camera for continuous scanning, providing
tfeedback to users through vibration and audio alerts.

4. Testing and Evaluation: The team implemented various test cases to evaluate the application’s
functionality and ensure user satisfaction. Tests focused on interface instructions, permission
granting, and real-time object scanning. Based on test outcomes, adjustments were made,
including the transition from Coco-SSD to YOLOVS5 for improved performance.

5. Adaptability and Future Enhancements: SGB’s architecture was designed to allow continuous
updates and potential expansions, including the integration of new objects for detection and
support for additional languages to enhance accessibility.

This implementation approach makes SGB a practical, cost-effective tool aligned with the
Kingdom’s Vision 2030 for inclusivity, offering visually impaired users greater independence and
confidence in navigating their surroundings.

5. Conclusion

In conclusion, the Smart Guide for the Blind (SGB) project successfully developed a mobile
application tailored to the needs of visually impaired users. By leveraging real-time object detection
with advanced Al models like TensorFlow and YOLOvS5, the application provides immediate and
accurate environmental feedback.

Through its multimodal feedback system, combining audio cues and vibrations the SGB ensures
effective communication that enhances the user’s situational awareness and safety during navigation.

This project fills a critical gap by oftering an affordable, accessible solution that does not require
specialized equipment, thus making it widely available for those who may lack the financial resources for
traditional assistive technologies.

The alignment of the SGB project with Vision 2030’s inclusivity goals underscores its potential to
contribute significantly to the lives of visually impaired individuals, promoting independence and safety
in daily activities.

Future enhancements, such as cross-platform support, multilingual features, and integration with
wearable technology, will further expand the application’s usability and relevance.

Overall, SGB represents a meaningful advancement in assistive technology, with the potential for
continued impact as it evolves based on user feedback and technological advancements.
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