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Abstract: Technology has revolutionized business operations around the world. There is an ever-
increasing trend to digitize business operations around the world. It is not uncommon to see the 
application of Big Data Analytics (BDA) throughout a vast range of industries and organizations in 
today's extremely competitive world. However, BDA adoption in supply chain (SC) is less accepted and 
research in this area remains at its infancy. BDA is extremely useful throughout supply chain functions 
like manufacturing, distribution, procurement, and marketing. However, a sizable portion of sectors 
continues to hold divergent opinions regarding big data's alleged benefits. Moreover, there is not a lot 
of empirical studies that have been published that addresses the adoption of such a tool or better yet, 
that investigates what factors affect the decision to adopt BDA in supply chain management (SCM). 
This study aims to develop and extend technology acceptance model (TAM) that considers the critical 
factors that may affect BDA adoption in SCM by critically analyzing the existing literature. Upon 
reviewing the literature, it became evident that the main categories of factors that have been thoroughly 
examined and recognized to be crucial in comprehending BDA adoption and acceptability in SCM are 
the organizational- and individual-related factors, such as top management and computer self-efficacy. 
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1. Introduction  

The latest development in Information and Communication Technologies (ICTs) is Big Data (BD) 
and Big Data Analytics (BDA). Big data (BD), which is defined by volume, variety, velocity, and value 
[1], is one of several technological advancements. It refers to large and complex data sets that are 
acquired from different sources, namely; internal and external sources. These technological sets consist 
of divergent data that is further computationally sorted, analyzed, and stored [2]. BDA can be divided 
into two components: business analytics (BA) and business analytics (BD),Wang et al.[3]. While the 
latter refers to a company's ability to use data to acquire business insights, the former lays the 
informational groundwork for BDA.  

 Big Data Analytics (BDA) is especially useful for sorting, storing, analyzing, and distributing 
unstructured data [2]. The application of analytics is beneficial across various organizational functions 
to increase productivity, make forecasts, detect future risks and optimize business processes [2]. To 
stay competitive, forward-thinking companies and organizations have begun to take use of big data's 
benefits by adding value to their operations.  

BDA serves as a key source of value creation in SCM and functions as an innovation vector as well 
Tan et al.[4]. Big data is analyzed to obtain business intelligence insights [5], that are utilized to 
optimize supply chain processes, improve the management of inventory and decrease operating costs 
[6], ultimately increasing earnings in the supply chain industry. These BDS pioneers are aware of its 
potential to provide new business prospects and improve their comprehension of their industry. 
Nonetheless, there are still a lot of industries with differing views about the purported advantages of big 
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data., despite the fact that some firms are already at the "forefront of big data analytics and are highly 
bullish" about its advantages and prospects.  

 After discovering the significant financial value BD can provide to an organization, researchers and 
practitioners have begun to pay enough attention to BDA as the BD era has progressed [1].  However, 
there is not a lot of empirical studies that have been published that addresses the adoption of such a tool 
or better yet, that investigates what factors affect the decision to adopt BDA in supply chain 
management (SCM). For instant, to test the acquisition purpose of BDA, Kwon et al. [7] suggested a 
model of data quality management and data usage experience. In order to investigate the relationship 
between TOE components and BDA adoption as well as the mechanism through which BDA influence 
performance, Raman et al.[8] looked at nine UK companies. Both gave insightful information on the 
theoretical viewpoints, however, given the features of qualitative research and case studies, it is still 
imperative to undertake an empirical study to examine the BDA adoption from viewpoints of supply 
chain management. 

Despite the potential BDA offers for enhancing company performance [5], decision-making process 
[9], and marketing efficiency [10], the impact BDA has on supply chain management (SCM) is still 
unexplored. Therefore, it is better to comprehend the factors that influence BDA adoption in SCM. 
More specifically, this research strives to identify the individual and organizational variables that drive 
businesses to adopt BDA in SC 

 
1.1. Supply Chain Management (SCM) and Big Data Analytics (BDA) 

SCM is essential for retaining competitive advantage [1] as well as enhancing a company's overall 
business performance [3,11]. 

According to Mentzer et al. [12, pp. 4], the term "SC" designates "a set of three or more entities 
(organizations or individuals) directly involved in the upstream and downstream flows of products, 
finances, and/or information from a source to a customer." 

Supply chains and businesses now produce enormous amounts of data from unstructured data 
sources in addition to the data provided by classic transaction-based enterprise systems (such POS, 
RFID, and ERP) [13]. Supply chains in today's world are highly instrumented; sensors, tags, trackers, 
and other smart devices are gathering data in real time on a range of business activities. Cluster 
computing and cloud computing, two advancements in computer design, have made it easier and less 
expensive to store, retrieve, analyze, share, and distribute data and insights [14].  

Big Data is used extensively in business and marketing, including data from social media and 
networking tools. Studies on the use of data and analytical capabilities for SCM (e.g., [15, 16] have 
generally concentrated on the use and effects of conventional data sources and analytical methods in 
supply chain planning and execution. 

The use of Big Data in the field of SCM has also been encouraged by several scholars [17, 18].To 
make better decisions, SCM decision-makers must take into account all available information. In other 
words, according to several studies [3,19], BDA has become a strategy that creates a competitive 
advantage. For instance, Amazon.com uses BDA to help it accomplish 35% of sales while recommending 
personalized offers to customers [20].  

Information sharing is paramount in SCM. When analyzing the benefits of the utilization of BD in 
making informed decisions, it needs to be realized that the quality of decision-making is contingent 
upon a number of databases obtained by the supply chain organization [21]. Additionally, competitive 
advantage can also mean that the company is in a more advantageous position compared to its 
competition. Major decisions are made with the use of highly refined information-sharing practices 
[22]. Organizations are becoming conscious of the benefits of BD strategies across the supply chain 
spectrum, from business operations all the way down to the satisfaction level of the end user [23]. The 
implementation of BD in operations enables top management to manage various risks and uncertainties.  
Although a new Delphi study revealed that there are major prospects for big data both on the supply 
chain level and in big corporations, it is not without its trials and perils [24]. 
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The "5V" characteristics of BDs, according to the Gartner’s lexicon, are volume, variety, velocity, 
value, and veracity. Thus, "volume" refers to the vast amount of data that may be gathered across the 
SC's various domains. Due to the constant generation of data by social interaction, monitoring tools, 
and various SC domains, the term "velocity" refers to how quickly digital processes can grow the 
amount of BD. 

The term "variety" refers to the numerous types of data that are currently accessible and come from 
a number of dissimilar sectors of the SC, both structured and unstructured data, as well as data from 
outside the SC [25].  

The term "Veracity" covers a wide range of concepts, including data quality and accuracy as well as 
correctness and sincerity [26]. The information must be correct and trustworthy. Finding relevant 
information that can then be converted and used is what the term "value" alludes to [27,25]. 
 

2. Literature Review 
The collective outcome of factors that influence the organizational intent to adopt BDA in SCM has 

not been scrutinized comprehensively in the literature at the present time. There are still few empirical 
studies on how organizations adopt BDA and the factors that may affect their decision to adopt it [28]. 

Verma & Kumar, [29] looked at how system characteristics affected managers' attitudes toward 
using big data analytics system. In this study, a research model has been proposed based on a thorough 
analysis of the literature on the Technology Acceptance Model, which has been further validated by a 
survey of 150 big data analytics users. The survey's findings support the notion that the characteristics 
of big data analytics systems have a substantial direct and indirect impact on belief in the benefits of big 
data analytics systems and perceived usefulness, attitude and adoption. Additionally, there are mediation 
effects between system characteristics, big data analytics system advantages, perceived usefulness, and 
big data analytics system attitude. 

Okcu., and Calisir, [30] conducted a study aims to investigate the variables influencing the 
intention to use big data tools. Job relevance, big data dimensions, compatibility, self-efficacy, 
complexity, and anxiety are all included in the model. An online survey was used to collect information 
from the company's employees for the study, which focused on a Turkish airline. 252 questionnaires in 
total were gathered. According to the findings, behavioral intention to use big data technologies is 
influenced by perceived ease of use and perceive usefulness.  

The study of Alyoussef, and Al-Rahmi [31], set out to develop a methodology to quantify big data 
adoption in connection to education. This research used the Technology Acceptance Methodology 
(TAM) model to test the hypothesis that encouraging situations, perceived risk, perceived usefulness, 
and perceived ease of use affect students' attitudes toward use and their intention to engage in use 
behavior, which in turn affects the adoption of big data in education. The study used quantitative data 
gathering and analytic techniques to examine 282 university students. The results showed that 
favorable circumstances, students' attitudes about usage and behavioral intentions to use big data were 
significantly influenced by perceived usefulness, and perceived ease of use. 

In order to investigate the use of BDA and its impact on business performance, Gangwar, [32] 
proposed a unified model that combines the task technology fit (TTF) and technology acceptance model 
(TAM) models. It also explores the organizational and environmental fit of the integrated model. 280 
businesses in India's CPG & Retail, Healthcare, Banking, and Telecom were surveyed for data. The 
study identified perceived ease of use (PEOU) and perceived usefulness (PU) as mediating variables, and 
task technology fit, individual technology fit, organizational data fit, organizational process fit, and 
business strategy fit as important variables for affecting the use of Big Data Analytics.  

Brock & Khan, [33] integrating Technology Acceptance Model (TAM) with the Organizational 
Learning Capabilities (OLC) framework, this research attempts to examine the factors related with the 
use of big data analytics. These models are applied to the construct, intended usage of big data and the 
mediation effect of the OLC constructs is assessed. Students at the University of Liverpool who are 
majoring in information technology subjects provide the study's data. 
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Lai & Ren [34] used Technological, Organizational, and Environmental framework (TOE) to 
examine the factors influencing a firm's intention to implement BDA in its daily operations. This study 
specifically divides potential components into the following four groups: technology, organizational, 
environmental, and SC characteristics. The empirical findings showed that top management support and 
perceived benefits might have a big impact on adoption intention. Additionally, the direct linkages 
between the driving motivations and the intention to adopt can be greatly moderated by environmental 
factors like the adoption of competitors, governmental regulations, and SC connectivity. 

Alaskar et al. [35] used Technological, Organizational, and Environmental framework (TOE) to 
determine the primary factors of Saudi Arabian enterprises' intention to use Big Data Analytics (BDA) 
in supply chain management (SCM). The goal of this study is to determine and examine how 
competitive pressure functions as a contextual variable that can mitigate the impact of these variables on 
the intention to adopt. The empirical findings showed that compatibility, relative benefit, and top 
management support are positively affect the firms' intention to adopt BDA in SCM. 

In order to investigate the affect of BDA on value creation in SCM, Chen et al. [1] use the 
technology, organization, and environment (TOE) model to determine and theorize the mechanisms 
through which various factors impact BDA adoption in practice. The study was based on survey data 
gathered from 161 U.S.-based companies. The finding reveals that organizational and environmental 
factors directly influence organizational BDA usage and top management support plays an indirect role 
in influencing organizational BDA usage.  

Agrawal and Madaan, [36] examined the barriers to big data (BD) adoption in the healthcare 
supply chain (HSC). EFA was utilized in the division of 13 barriers into three groups: "data governance 
perspective," "technological and expertise perspective," and "organizational and social perspective." 
Three hypotheses were examined, and each has found to be significant. According to the study's 
findings, the elements of "technological and expertise perspective" and "organizational and social 
perspective" have a positive relationship with the "data governance perspective." The "organizational 
and social perspective" and the "technological and expertise perspective" are also strongly correlated.  

Lamba and Singh, [37] examined the relationships between the several enablers that are essential 
to the success of big data projects in operations supply chain management (OSCM). Driving enablers 
have been identified using three different multicriteria decision-making (MCDM) techniques: fuzzy total 
interpretive structural modeling (fuzzy-TISM), interpretive structural modeling (ISM), and decision-
making trial and evaluation laboratory (DEMATEL). The findings of the research showed that the 
most significant/driving enablers include top management commitment, funding for big data projects, 
big data/data science skills, organizational structure, and change management programs. 

Every study that has been cited focuses on the organizational perspective of innovation adoption. 
From these suppositions, it emerges that several models, including BD, have been proposed to examine 
how the technologies may be adopted by businesses. Still lacking, though, is a novel perspective that 
uses the SC and BDA rather than an organization as the analytical unit. This is ascertained in the BDA 
literature showing the limited exploration of BDA adoption more specifically in SC. Therefore, this 
research will focus on the adoption stage of the BDA with the aim to develop a theoretical model that 
will be used when determining the BDA adoption in supply chain.  
 

3. Theoretical Framework 
The understanding of user acceptability of information technology has been the subject of numerous 

research project. Examining user adoption of a technology has made extensive use of numerous well-
established frameworks, theories, and theoretical models. The technology acceptance model (TAM) 
[38] is the most widely used to discuss the acceptance and use of a technology, as shown in Figure 1, 
and has governed the theoretical basis of information technology acceptance for the past 20 years 
[39,40]. 

TAM’s objective, according to Davis [38], is to provide a foundation for evaluating how internal 
beliefs, attitudes and the intention of using technological gadgets (such as computers) is affected by 
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external factors. As illustrated in Figure 1, the TAM model hypothesises that two specific beliefs – 
Perceive Usefulness (PU) and Perceive Ease of Use (PEOU) – are of the utmost significance in the 
determination of computer acceptance behaviours. Davis [38, pp, 26] explains PU as “the degree to 
which an individual believes that using a particular system would enhance his or her job performance”. 
PEOU – as explained by Davis [38, pp.82] – is “the degree to which an individual believes that using a 
particular system would be free of physical and mental effort”.  

Different research studies have employed this framework and have evidenced the usability of this 
framework in assessing the organizational commitment towards adopting technology [41], Such as in 
e-commerce [42], cloud ERP [43,44], cloud computing [45,46], BDA [47, 48, 49, 50]. 
 

 
Figure 1. 
Technology acceptance model (TAM).  

Source:  Davis et al. [38]. 

 
The majority of previous research studies utilized the Technology–Organization–Environment 

(TOE) to identify the factors that may affect BDA adoption. Some may wonder why not utilize TOE 
model instead of using TAM. Despite this model has been used to develop frameworks and conceptual 
models in order to understand the relationship of various factors that may affect technology adoption, it 
is worth noting that the previous research on TOE model have not been empirically proven [51]. 
Different research studies [52, 53, 54] examined the adoption of IS by the use of a TOE framework. 
However, some studies based on this framework have several limitations [55]. For example, Low et al. 
[46] indicated that TOE framework’s lack major constructs and that variables of TOE frameworks may 
differ from one context to another [56]. Thus, TOE frameworks should include other variables – such 
as sociological and cognitive variables – to enrich them [57,58]. Dedrick and West [59], argued that 
the TOE framework is only concerned with variables classifications and the framework cannot be 
considered as a well-developed theory because it does not act as an integrated conceptual framework. 
The TOE framework has been integrated with other technology acceptance frameworks that have clear 
constructs and, more particularly, with TAM. However, integrating TOE and TAM raises concerns 
relating to the variables of the two models. First, TAM has many external variables that have been 
identified and examined by different research studies, whereas TOE’s variables differ from one research 
study to another and are not widely accepted [55]. Second, the significance of the variables for both 
frameworks differs from one country to another and from one technology to another. Some variables 
could be found to be consistently insignificant in a group of contexts or studies [55]. 

Concerns have also been raised about the voluntary approach to technology use as opposed to the 
mandatory use. It is impossible to ignore the significance of this mandatory use, especially when it 
comes to well-known technologies like enterprise resource planning (ERP) and collaboration suites. 
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However, less widely used and regulated technologies and processes, such as big data analytics, still 
heavily rely on voluntary usage.  

TAM adoption has come under fire since it just offers a broad framework and offers no specific 
direction. In an effort to identify boundary conditions, several researchers tried to expand the TAM 
model with additional variables and investigate their impact on PEOU and PU.  
Agarwal and Prasad [60] utilized five individual factors (e.g., training, prior experiences, job position, 
level of education, and role with reference to technology).  Three organizational factors, such as 
computer support, top management support, and train were employed by Igbaria et al. [61] as external 
determinants of PEOU and PU.  The causes of PEOU and PU were divided into individual, 
organizational, and technology variables by Sternad et al. [62]. 

Because PU and PEOU in the TAM framework might not accurately reflect users' intentions to 
embrace information systems (IS), researchers should look into how additional factors affect user 
acceptability in addition to the perceive ease of use  and usefulness of IS [63]. 

TAM presents a framework through which the effects of external factors on the usage of a system 
can be investigated [64]. In this local, this research will explore the external factors that may affect the 
adoption of BDA in SCM. By extending the TAM model in a new domain, this research study may lead 
to contemporary research strands of BDA implementation theory and adoption.  
 

4. Research Model Development 
Companies and enterprises differ in terms of their organizational structure and business operations. 

Given that different departments operate independently and have different user needs in a health 
environment, organizational and individual issues may be important and require particular 
consideration. Bremser (65,pp.12) stated “Organizational aspects, such as unclear processes, lack of 
analytical skills or indistinct prioritization of use cases are further obstacles to the successful adoption of 
big data”. According to Helo et al. [66] and Venkatesh [67], the primary problems with IS are 
organizational and individual-related rather than technological, such complexity, compatibility, and 
standardization. Technology adoption is not entirely dependent on the technical aspects of IT. External 
aspects – such as organisational and individual characteristics – are also important in order to facilitate 
adoption [68]. Based on the above discussion, two main categories of variables have been adopted in 
this research. The first category is organisational factors, such as top management support and user 
training. The second category is individual factors, such as subjective norm, computer self-efficacy and 
computer anxiety. These external factors (both organisational and individual) have been validated in 
different empirical studies, including research relating to BDA adoption, and have strong support in the 
literature. However, despite the wide recognition of these factors in previous models, the majority – if 
not all – of prior research studies have failed to apply them in a single model in order to understand 
their influences on BDA adoption in SCM. 
 
4.1. Organizational Factors 

User Training: Numerous prior studies [69, 70,71] on the adoption of IT and IS in different 
industries highlight the critical role that user training plays in the effective application of IT packages. 
The success of IT installation is said to be mostly determined and influenced by user education and 
training. This is due to the fact that user education and training aid in both the process of organizational 
change and the adaptation of new IT systems [72]. Effective training is an essential factor in 
encouraging users to have a favorable attitude toward the system [73]. Insufficient training for IT 
users’ decreases ease of use of the technology and hence makes users more resistant, which can have a 
significant negative impact on IT success and usage [71]. 

According to Ruivo et al. [74], when users have a good understanding of the system because they 
are endowed with an adequate training programme, such training improves users’ perceptions with 
regard how easy is to use the system. 
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Top Management Support: Many researchers have recognized the significance of top management 
support for the successful adoption and acceptance of IT [75,76], particularly when the outcomes are 
dynamic and unpredictable. Liang et al. [77] assert that senior management exercises strong leadership 
in order to assist staff members in dispelling any lingering issues regarding the usage of technology. 
Prior research has demonstrated that top management support improves user performance and attitude, 
particularly when implementing new technologies. Top management support and perceive usefulness 
are important factors affecting the adoption of big data [3]. Users' attitudes are improved by that top 
management support, which also lowers computer anxiety [78]. that top management support is 
critical factor for perceive ease of use and perceive usefulness [79,80]. 
 
4.2. Individual Factors  

Self-efficacy: refers to the belief that one can carry out a specific task or that one can carry out an 
activity successfully [81]. Computer self-efficacy is a term that is recognized and defined in the context 
of adopting information technologies and systems as a judgment of one’s capability to use a computer. 
Kwahk and Ahn [82,pp.187] stated that: “when individuals believe that they will be able to use 
computers and IT with great skill, they are more likely to expect beneficial outcomes from using 
computers and IT compared to when they doubt their computer related-capabilities”. According to 
Venkatesh and Davis [83], when implementing new technologies, a key factor of adoption and 
implementation success is computer self-efficacy. These studies have shown that self-efficacy is a 
predictor of perceived ease of use (PEOU) and establishes a person's attitude for using specific 
technological instruments. It is also an important antecedent of the perceived usefulness of the 
technologies adopted. In conclusion, user perceptions of IT ease of use and consequently its usefulness 
are influenced by computer self-efficacy. 

Subjective Norms: A person's view of what the majority of significant others believe about whether 
or not they should engage in a particular conduct can be characterized as subjective norms. When early 
TAM researchers realized that there were no meaningful findings supporting the idea that subjective 
norms had a substantial impact on perceived usefulness when adopting new information technologies, 
they abandoned subjective norms as a study subject. However, other research studies have validated the 
use of subjective norms to assess perceived usefulness to the greatest degree, especially in situations 
when users have little familiarity with the technology in question. Melone [84] and Hartwick and Barki 
[85], suggested that subjective norm may positively and significantly influence perceive usefulness and 
the intention to adopt technologies. 

Computer Anxiety: It has been demonstrated that computer anxiety causes people to avoid 
computers, and it is a phobic condition that may be treated, making research on computer anxiety 
essential [86]. Computer anxiety is defined by Shu and Wang [87] as a person's incapacity to manage 
the rapidly changing ICT usage patterns in both the social and professional spheres. Shih and Huang 
(80,pp.267) stated that “individuals with lower anxiety are much more likely to interact with computers 
than people with higher anxiety”.According to earlier studies, computer anxiety facilitates the intention 
to use IT [89,86]. Computer anxiety affects both the PEOU of IT and the intention to use it [89, 90]. 
Additionally in favor of this, Brown [91], who claim that Technology anxiety had a significant affect on 
PEOU. 
 
4.3. SC Connectivity 

Considering the aim of this research is to examine the firm's intention to adopt BDA in SCM, It is 
vital and essential to consider the SC characteristics into account. In simple terms, SC connectivity 
refers to the company's ability to quickly utilize "communication and information technology" to 
provide the data required to make decisions and accomplish goals. Essentially, the SC connectivity is 
about connecting SC with relevant data and technology. Fawcett et al., [91, pp. 3] defined SC 
connectivity as “the ability of a firm to use IT to collect, analyze and disseminate information needed to 
synchronize decision-making across value-added activities”. The main predictor for the BDA ability is 
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SC connectivity. The development of the big data analytics capability occurs when the SC connectivity 
improves because at that point, the company has access to large datasets and information, as well as 
connectivity, which can help the company's big data analysis capabilities.  The advantages that BDA 
may provide for businesses are the primary driver behind its adoption in SCM. The presence of a 
higher-degree of SC connectivity will further improve the relationship between using BDA and the 
intention to adopt BDA [92]. According to Alaskar et al. [93], SC connectivity positively moderates 
the link between top management support and intention to adopt BDA. 
 

 
Figure 3. 

 

5. Conclusion  
The examination of the literature conducted for this study highlights some of the gaps in the body 

of knowledge regarding BDA Adoption. This is especially true given the paucity of research on the 
adoption of BDA in SCM environments and the relatively small amount of research that focuses on the 
BDA adoption stage and offers precise guidelines for the adoption and implementation of BDA in SCM. 
Examining the literature made it evident that there were two primary categories of variables that had 
been investigated and demonstrated to be significant in explaining technology acceptance: 
organizational factors (user training and top management support) and individual factors and 
information literacy (such as computer self-efficacy and subjective norm). A conceptual framework for 
BDA adoption in SCM has been developed by combining the identified factors into a single model, 
which is based on the TAM model and the literature research on BDA. In order to address the BDA 
adoption and acceptance decisions, this research has established a new extended technology acceptance 
model through a review of the current literature. This research has two primary limitations. First, the 
research is limited by the small number of literature sources that are available in the particular field of 
study; second, the conceptual research model that has been established only includes only two categories 
of factors. In order to validate the created research model, the empirical study will be the focus of future 
research. Research using quantitative methods can be utilized to investigate the relationships among the 
model's variables. The goal of the research is to gather data from several organizations that have the 
intention to adopt BDA in their supply chains. 

 

Copyright:  
© 2024 by the authors. This article is an open access article distributed under the terms and conditions 
of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/). 
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