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Abstract: Effect size is a straightforward method for measuring the difference between two groups and 
plays a critical role in research design and significance testing. This paper addresses the concept of 
effect size, explaining what it is, how it is calculated, and how it can be interpreted. It also explores 
related topics, such as statistical significance, meta-analysis, and power analysis. Effect sizes can be 
understood in the context of confidence intervals, which provide similar information to statistical 
significance tests but focus more on the magnitude of the effect rather than the size of the sample. 

Keywords: Cohen’s d, confidence interval, Effect Size, Meta-analysis, Significance Test. 

 
1. Introduction  

Statistical significance indicates whether a result is unlikely to have occurred due to random 
variations in the data. However, not all significant results correspond to effects with substantial impact; 
some may even represent phenomena that are not noticeable in everyday life. Statistical significance is 
largely influenced by factors such as sample size, data quality, and the power of the statistical methods 
used. In large datasets, such as those common in epidemiological studies or large-scale assessments, 
even very small effects can achieve statistical significance. To determine whether effects have a 
meaningful magnitude, effect sizes are used to quantify the strength of a phenomenon. The most widely 
known measure of effect size is Cohen's d,(Cohen(1988), though many others exist. Effect size, which is 
often conceptualized as a standardized difference, serves as a crucial tool for reporting and interpreting 
effectiveness and offers several advantages over relying solely on statistical significance tests. It is 
valuable for quantifying the effectiveness of an intervention relative to a comparison and helps 
researchers move beyond null hypothesis testing. This paper provides a brief overview of the basic 
methodologies for calculating and interpreting effect size. 
 

2 Literature Review 
The paper reviews various issues related to the topic, supported by numerical examples. The tables 

presented are compiled from different sources and verified using online software for calculating effect 
sizes (refer to the list of website references). Even though measures of effect size have been available for 
decades (Huberty, 2002), their use has primarily been limited to meta-analyses for combining and 
comparing estimates from different studies. Effect size, commonly represented by the symbol "d," is 
essentially the mean difference between groups in standardized score form. This concept originates from 
meta-analytic methods (see Biostat (2006), Poston & Hanson (2010), Aert & van Assen, 2016). 
Rosenthal and Rosnow (2000) provided a useful summary of effect size computations and their 
transformations for inferential statistics. R. Michael Fur (2008) also explored effect sizes and their 
connections to inferential statistics. Téllez et al. (2015) discussed the application of effect size, 
confidence intervals, and statistical power in psychological research. There has been considerable debate 
on the relationships between significance tests, p-values, and confidence intervals (see Sullivan (2012), 
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Pernet, (2016), Aert & van Assen (2016), Dunkler et al (2020), Carpenter (2020)). Recent studies have 
focused heavily on the use of effect sizes in psychological research (see Szucs & Ioannidis (2017), 
Lovakov & Agadullina(2017), Schäfer & Schwarz(2019), Lenhard & Lenhard( 2022)). 
 
2.1. The Relationship Between Effect Size, Significance and Meta-Analysis 

Effect size is a name given to a set of indices that measure the magnitude of a treatment effect. 
Unlike significance tests, these indices are independent of sample size. Effect size measures are the 
common currency of meta-analysis studies that summarize the findings from a specific area of research. 
Effect size quantifies the size of the difference between two groups and may therefore be said to be a 
true measure of the significance of the difference. However, in statistics the word 'significance' is often 
used to mean 'statistical significance', which is the likelihood that the difference between the two groups 
could just be an accident of sampling. Another use of effect size is its use in performing power analysis, 
(see Buchner and Faul,F(2009) . Researcher designers use power analysis to minimize the likelihood of 
both false positives and false negatives (Type I and Type II errors, respectively) ,Richard A. Zeller and 
Yan Yan  (2007). 

Several statistics are sometimes proposed as alternative measures of effect size, other than the 
'standardized mean difference'. One of these is the Proportion of variance accounted for, the R2 which 
represents the proportion of the variance in each that is 'accounted for' by the other. It can be shown 
that the interpretation of the 'standardized mean difference' measure of effect size is very sensitive to 
violations of the assumption of normality. For this reason, several more robust (non-parametric) 
alternatives have been suggested. There are also effect size measures for multivariate outcomes. A 
detailed explanation can be found in Olejnik and Algina (2000).  

Calculating effect size is important when testing the goodness fit ,or contingency test. For this test, 
the effect size symbol is w. In either case, two distributions over a certain number of categories may be 
compared . Once effect size is known, this information can be used to calculate the number of 
participants needed and the critical chi-square value ( for sample size rules (see Aguinis, H. & Harden, E. 
E. (2009) ),(and see the effect of  sample size on effect size in Slavin, R., & Smith, D. (2008).Eta squared 

η2 (part of the r family of effect sizes, and an extension of r2 that can be used for more than two sets of 
observations) measures the proportion of the variation in Y that is associated with membership of the 
different groups defined by X, or the sum of squares of the effect divided by the total sum of squares. 
 

3. Mathematical Formula Formulas 
The developed  formulas for effect size calculation vary  depending on whether the researcher plans 

to use analysis of variance( ANOVA), t test, regression or correlation, (see Morris and DeShon's 
(2002))..Formulas used to measure effect size can be computed in either a  standardized difference 
between two means, or in the correlation between the independent variable classification and the 
individual scores on the dependent variable, which  is called the "effect size correlation" (Rosnow & 
Rosenthal( 1996). 

Effect size for differences in means Figure 1,  is given by Cohen's" d"Cohen, J. (1988) , is defined in 

terms of population means (μs) and standard deviation (σ), as shown below: 

𝑑 =
|𝜇1  −  𝜇2|

𝜎
                                                                   (1) 

There are several different ways that one could estimate σ from sample data which leads to multiple 
variants within the Cohen's d family.(see Karl L. Wuensch(2010)). 
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Figure 1. 
The effect size " d "    

 
When using the root mean square standard deviation, the" d " is given as: 

𝑑 =  
|�̅�1 −         �̅�2  |

√
𝑠2

1      +      𝑠2
2

2

 (2) 

A version of Cohen's d uses the pooled standard deviation and is also known as Hedges' g(Zach, 
(2021) ,Glen (2022), is : 

𝑑 =   
|�̅�1 −  �̅�2  |

√
(𝑛1 − 1)𝑆2

1  +(𝑛2 − 1) 𝑆2
2   

𝑛1  + 𝑛2  −2

  (3) 

The value  can be obtained from an ANOVA program by taking the square root of the mean square 
error which is also known as the root mean square error. 

Another model of Cohen's " d" using the standard deviation for the control group is also known as 

Glass' Δ  ( see Karl L. Wuensch(2010)),where: 

𝑑 =
|�̅�1 −  �̅�2|

𝑠𝑐𝑜𝑛𝑡
                (4) 

The control group's standard deviation is used because it is not affected by the treatment .It is 
suggested to use a pooled within group standard deviation because  it has less sampling error than the 
control group standard deviation such that equal size constrain is adopted. When there are more than 
two groups , the difference between the largest and smallest means divided by the square root of the 
mean square error will be used ,i.e: 

𝑑 =
�̅�𝑙𝑎𝑟𝑔𝑒𝑠𝑡 − �̅�𝑠𝑚𝑎𝑙𝑙𝑒𝑠𝑡   

√𝑚𝑠𝑒
      (5) 

As For OLS regression the measure of effects size is F which is defined by Cohen as follows: 

f 2  =   
ρ2

1 −  ρ2
                (6) 

Or, as usually  computed by taking the square root of f2 
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Once again there are several ways in which the effect size can be computed from sample data. It can 

be noted that η2 is another name for R2,the coefficient of determination, where: (see Karl L. 
Wuensch(2010)). 
 

𝑓2   =  
𝑅2

1−𝑅2 
=  

𝑒𝑡𝑎2

1−𝑒𝑡𝑎2 
     (7) 

An η2 of 0.13 means that 13% of the total variance can be accounted for by group membership. 

Although η2 is an efficient way to compare the sizes of effects within a study (given that every effect is 

interpreted in relation to the total variance, all η2 from a single study sum to 100%), eta squared cannot 
easily be compared between studies, because the total variability in a study (SStotal) depends on the design 
of a study, and increases when additional variables are manipulated.  

n the goal is to compare effect sizes across studies, it is not perfect, is more useful whe p2ηAlthough 

-subjects design or a between-differs when the same two means are compared in a within p2ηbecause 
subjects design. In a within-subjects ANOVA, the error sum of squares can be calculated around the 
mean of each measurement, but also around the mean of each individual when the measurements are 
averaged across individuals. Consequently, whenever the two groups of observations are positively 

subjects design. This is also -cts design than in a betweensubje-will be larger in a within p2ηcorrelated, 
the reason a within-subjects ANOVA typically has a higher statistical power than a between-subjects 
ANOVA.                The effect size used in analysis of variance is defined by the ratio of population 

standard deviations: 

𝑓 =  
𝜎𝑚𝑒𝑎𝑛𝑠

𝜎
                                                  (8) 

Based on definitional formula in terms of population values., effect size w can be viewed as  the square 
root of the standardized chi-square statistic. 

𝑤 = √∑
( 𝜋0  −  𝜋1  )2

𝜋0
                              (9) 

And w is computed using sample data by the formula: 
 

𝑤 = √∑
( 𝑃0  −  𝑃1  )2

𝑃0
                                   (10) 

According to Poston &Hanson(2010),when a study reports a hit rate (percentage of success after  
taking the  treatment or no treatment),the following formula can be used: 
d= arcsine(p1)+ arcsine(p2) 
Where p1 and  p2 are the hit rates of the two groups. 
 If the effect size estimate from the sample is d, then it is normally distributed, with standard deviation: 

𝜎(𝑑) =  √
𝑁𝑒𝑥𝑝  +𝑁𝑐𝑜𝑛𝑡

(𝑁exp)  (𝑁𝑐𝑜𝑛𝑡 )
 + 

𝑑2

2(𝑁exp + 𝑁𝑐𝑜𝑛𝑡 )
                          (11) 

(Where 𝑁𝑒𝑥𝑝 and 𝑁𝑐𝑜𝑛𝑡 are the numbers in the experimental and control groups, respectively.) 

The control group will provide the best estimate of standard deviation, since it consists of a 
representative group of the population who have not been affected by the experimental 
intervention..However, in studies where there is not a true 'control' group  then it may be an arbitrary 
decision which group's standard deviation to use to for the estimate of effect size. 
Therefore, it is often better to use a 'pooled' estimate of standard deviation, which is given by: 



291 

 

 

Edelweiss Applied Science and Technology 
ISSN: 2576-8484 

Vol. 8, No. 6: 287-295, 2024 
DOI: 10.55214/25768484.v8i6.2062 
© 2024 by the author; licensee Learning Gate 

 

𝑆𝐷(𝑝𝑜𝑜𝑙𝑒𝑑) =  √
(𝑁𝑒𝑥𝑝 − 1)  𝑆𝐷2

𝑒𝑥𝑝+ (𝑁𝑐𝑜𝑛𝑡 − 1) 
𝑆𝐷2

𝑐𝑜𝑛𝑡

(𝑁exp) +(𝑁𝑐𝑜𝑛𝑡 )−2
                (12) 

 (Where 𝑁𝑒𝑥𝑝and 𝑁𝑐𝑜𝑛𝑡 are the numbers in the experimental and control groups, respectively, and 

𝑆𝐷2
𝑒𝑥𝑝 and 𝑆𝐷2

𝑐𝑜𝑛𝑡 are their variances.). The experimental and control group standard deviations 

differ only because of sampling variation. Where this assumption cannot be made), then a pooled 
estimate should not be used. 

Based on the above formula's values, the larger the effect size, the greater is the impact of an 
intervention. Cohen suggested that a correlation of 0.5 is large, 0.3 is moderate, and 0.1 is small Cohen 
defined .40 as the medium effect size because it was close to the average observed effect size(Aguinis, & 
Harden(2009). The usual interpretation of this statement is that anything greater than 0.5 is large, 0.5-
0.3 is moderate, 0.3-0.1 is small, and anything smaller than 0.1 is trivial. 
 

4. Effect Size Computation  
The interpretations of effect-sizes given in Table 1 in which a suggested values for low, medium and 

high effects is given, depend on the assumption that both control and experimental groups have a 
'normal' distribution, otherwise, it may be difficult to make a fair comparison between an effect-size 
based on normal distributions and one based on non-normal distributions. In practice, the values for 
large effects may be exceeded with values Cohen's d greater than 1.0 not uncommon. However, using 
very large effect sizes in prospective power analysis is probably not a good idea as it could lead to 
underpowered studies. 

 
Table 1. 
Calculating effect size for different tests. 

 Small Medium Large 
t-test for means d 0.20 0.50 0.80 
t-test for correlation r 0.10 0.30 0.50 
F-test for regression f2 0.02 0.15 0.35 
F-test for ANOVA f 0.10 0.25 0.40 
chi-square w 0.10 0.30 0.50 

 
Considering Table 1 and Table 2, it can be noted that, d can be converted to r and vice versa. For 

example, the d value of 0.8 corresponds to an r value of 0.371. The square of the r-value is the 
percentage of variance in the dependent variable that is accounted for by the effect  in the explanatory 
variable groups. 
 

Table 2. 
Comparable effect sizes when there are two groups. 

        d r r2 f f2 
        2 0.707 0.49985 0.999698 0.999396 
      1.8 0.669 0.44756 0.900086 0.810155 
      1.6 0.625 0.39063 0.800641 0.641026 
      1.4 0.573 0.32833 0.699160 0.488824 
      1.2 0.514 0.26420 0.599214 0.359058 
       1.0     0.447 0.19981 0.499702 0.249702 
      0 .8 0.371 0.13764 039951 0 0.159610 
      0 .6 0.287 0.08237 0.299604 0.089763 
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      0 .4 0.196 0.03842 0.199877 0.039951 
     0  .2 0.10 0.01000 0.100504 0.010100 
      0.1 0.05 0.0025 0.050063 0.002506 
        0 0 0 0 0 

Note:  *Notice the relationship between d, r, and r2 

 
For a d value of 0.8, the amount of variance in the dependent variable by membership in the 

treatment and control groups is 13.8%. T-tests are used to evaluate the null hypothesis that a product 
moment correlation in the population is zero (r = 0). For this test, the effect size symbol is r. If the 
desired effect size is known, statistical power and needed sample size can be calculated. For instance, if 
the target is to find how many elements are need in a study for a medium effect size (r = 0.30) with an 
alpha of .05. and power of 0.95, this information can be used to find the answer.  

For ANOVA, the effect size index f is used, and the effect size index from the group means can then 
be computed.  
 

Table 3.  
Effect size, sample size &power (Alpha=0.05; Power=0.95).* 

Actual power Total sample size Critical t Delta Effect size 
0.950 51978840 1.960 3.605 0.001 
0.950 5200 1.960 3.606 0.100 
0.950 1302 1.962 3.608 0.200 
0.950 580 1.964 3.613 0.300 
0.951 328 1.967 3.622 0.400 
0.950 210 1.971 3.623 0.500 
0.952 148 1.976 3.650 0.600 
0.953 110 1.982 3.671 0.700 
0.952 84 1.989 3.666 0.800 
0.955 68 1.997 3.711 0.900 
0.993 4 4.303 10.000 10.00 

Note: *Power depends on the effect size, the sample size and the significance level. 

 
Power is the chance that if "d" exists in the real world, one gets a statistically significant difference 

in the data .if the power level is taken to be 80%,there is an 80% chance to discover an existing 
difference in the sample. Alpha is the chance that one would conclude that an effect difference "d", has 
been discovered, while in fact this difference or effect does not exist. If alpha is set at 5%, this means that 
in 5%, or one in twenty, the data indicate that "something" exists, while in fact it does not.In table 

(3),consider that: power = 1-β = p (HA is accepted/HA is true).Set α ,the probability of false rejecting 
Ho,equal to some small value .Then ,considering the alternative hypothesis  HA,choose a region of 

rejection such that the probability of observing  a sample value in that region is less than  or equal to α 
when Ho is true.  

If the value of sample statistic falls within the rejection region, the decision is made to reject the null 
hypothesis. Typically, is set at 0.05, and critical t values are specified. The calculation works as follows: 

Entering α=0.05, power=0.95, effect size specified as in column (1), we find the needed elements (sample 
size (column 4)) and so on.  

The effect size is seen in Table 3 Column (1).  
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Table 4. 
Calculate d and r using means and st.ds for two groups. 

Group II Group I 
Effect size r Cohen's d SD2 M2 Effect size r Cohen's d SD1 M1 

0 0 1 1 0 0 1 1 

0.245- 0.505- 10 6 0.245- 0.505- 5 2 

0.302- 0.632- 5 10 0.302- 0.632- 10 5 

0.243 0.5 10 0 0.243 0.5 10 5 

0.049- 0.1- 50 20 0.049- 0.1- 50 15 

0.5 0 10 20 0 0 50 20 

0.186 0.380 50 20 0.186 0.380 100 50 

0.139- -0.280 100 50 0.139- -0.280 100 50 
Note: d and r are positive if the mean difference is in the predicted direction.  

 

    𝐶𝑜ℎ𝑒𝑛′𝑠 𝑑 =  
𝑚1−𝑚2     

𝜎𝑝𝑜𝑜𝑙𝑒𝑑
    , 𝜎𝑝𝑜𝑜𝑙𝑒𝑑 = ( 𝜎1

2 + 𝜎2
2 )/2 

The effect size conventions are small =0.20, medium=0.50, large=0.80. Calculate d and r using t 
values and df (separate groups t test) calculate the value of Cohen's d  and the effect  size  correlation  r 
,using the t test  value for a between  subjects t test  and the degrees of freedom. Results are shown in 
table (4),while in Table 5 ,d and r are calculated using t values  and df.   
 

Table 5. 
Calculate d and r using t values and df. 

Effect size r Cohen's d D f T value 
0.7071 2 1 1 

0.7276 2.1213 2 1.5 

0.6666 1.7888 5 2.0 

0.5345 1.2649 10 2.0 

0.4152 0.9128 30 2.5 

0.4803 1.0954 30 3.0 

03905 0.8485 50 3.0 
Note:  d and r are positive if the mean difference is in the predicted direction. 

 

Cohen′s d =  
2𝑡

𝑑𝑡2
   ,       𝑟 = ( 

𝑡2

𝑡2 +  𝑑𝑓
)2 

 

5. Discussion and Conclusion 
The effect size refers to the magnitude of the effect under the alternative hypothesis. It should 

represent the smallest difference that would be of significance. It varies from study to study. It is also 
variable from one statistical procedure to the other. It could be the difference in cure rates, or a 
standardized mean difference or a correlation coefficient. If the effect size is increased, the type II error 
decreases. Power is a function of an effect size and the sample size. For a given power, 'small effects' 
require larger sample size than 'large effects'. Power depends on (a) the effect size, (b) the sample size, 
and (c) the significance level. But if the researcher knew the size of the effect, there would be no reason 
to conduct the research.To estimate a sample size prior to doing the research, requires the postulation of 
an effect size, which  might be related to a correlation, an f-value, or a non-parametric test. In the 
procedure implemented here ,'d' is the difference between two averages, or proportions. Effect size 'd' is 
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mostly subjective, it is the difference you want to discover as a researcher or practitioner, and it is a 
difference that you find relevant. However, if cost aspects are included ,'d' can be calculated objectively. 
The size of the difference in the response to be detected, which relates to underlying population, not to 
data from sample, is of importance since it measures the distance between the null hypothesis (HO) and 
specific value of the alternative hypothesis (HA).A desirable effect size is the degree of deviation from 
the null hypotheses that is considered large enough to attract the attention. The concept of small, 
medium, and large effect sizes can be a reasonable starting point if you do not have more precise 
information. (Note that an effect size should be stated in terms of a number in the actual units of the 
response, not a percent change such as 5% or 10 %.).   

Statistical significance is the probability that the observed difference between two groups is due to 
chance. If the P value is larger than the alpha level chosen (eg, .05), any observed difference is assumed 
to be explained by sampling variability. With a sufficiently large sample, a statistical test will almost 
always demonstrate a significant difference, unless there is no effect whatsoever, that is, when the effect 
size is exactly zero; yet very small differences, even if significant, are often meaningless.                           

Plotting power as a function of effect size and sample size helps to avoid wasting resources and 
identify the optimal sample size. Generally, as either the effect size or the sample size increases, the 
power level also increases. Regarding the use of effect sizes, the following points can be summarized: 
 
5.1. Standardized Measure 

Effect size is a standardized measure that quantifies the magnitude of an intervention's impact, 
making it particularly useful for comparing the relative sizes of effects across different studies. 
 
5.2. Assumptions Matter 

When using effect size, it's crucial to consider assumptions such as normality and equality of 
variances between the 'control' and 'experimental' groups. Effect sizes can also be interpreted in terms of 
the degree of overlap between two distributions, reflected by percentiles or ranks. 
 
5.3. Complement to Statistical Significance 

Using an effect size with a confidence interval provides similar information to a test of statistical 
significance but focuses on the magnitude of the effect rather than just the sample size. 

Given these points, it is important to encourage the use of effect sizes, their confidence intervals, 
and appropriate statistical power in research design and analysis. This approach offers a more 
comprehensive perspective on the preparation, analysis, and interpretation of statistical data. 

 

Copyright:  
© 2024 by the authors. This article is an open access article distributed under the terms and conditions 
of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/). 
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