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Abstract: Rece with t advancements in modern technology have significantly enhanced the 
transmission of information, particularly in image processing, utilizing deep learning algorithms. This 
study aims to propose a a robust deep-learning strategy for detecting and recognizing eye defects and 
diseases from medical images. We present a detailed practical simulation of hybrid deep learning 
techniques designed for medical image classification based on multi-descriptor algorithms. The focus is 
on the classification of eye diseases by applying an advanced deep-learning algorithm to a dataset 
comprising various pathological eye conditions. Training operations for the proposed algorithm were 
conducted following the initialization phase, which included the extraction of multi-specification 
features. This enables the deep learning model to effectively analyze input eye images and accurately 
diagnose conditions. Our results demonstrate a diagnostic efficiency of 99%, with an error rate not 
exceeding 0.015%. The findings underscore the high efficiency and accuracy of deep learning algorithms 
in classifying and analyzing image data, thereby significantly reducing the workload for healthcare 
professionals. 
Keywords: Deep learning techniques, Detect tire defects image classification mechanisms, Eye diseases, Fingerprint.  

 
1. Introduction  

Machine learning and profound learning are parts of artificial intelligence strategies that permit PC 
systems to advance straightforwardly from models, data, and experience. Numerous algorithms are 
accessible and sadly likewise unfit to determine the ideal algorithm for the issue. Every algorithm 
contrast in the idea of its design, its strategy for activity, and the kind of data it processes. This 
distinction is because of the multiplicity and variety of utilizations, the fluctuation of the data, and its 
huge number. Machines are not inherently astute. In any case, the machines, they are intended to 
perform unequivocal assignments, similar to action rail lines, traffic stream control, profound pit 
exhuming, go to space and shoot moving things. Machines play out their undertakings a ton faster and 
at a more elevated level exactness stood out from individuals. The fundamental differentiation among 
individuals and machines in taking consideration of their obligations is information. the human mind it 
gets data gathered by the five identifies: sight, hearing, smell, taste and contact. During the time spent 
discernment, data are coordinated, saw by contrasting them and past experiences that were put away in 
memory and unravelled. As necessary, the mind pursues the decision and guides the body parts to 
answer it this work. Close to the finish of the experience, it may be put away in memory for future 
benefits [1-5]. The innovations endeavour to address and re-enact the individual's information and 
human mental view of the individual's look so the impression is of an outside, three-layered nature. The 
intelligence of the individual human mind has been endeavoured for a really long time to perceive and 
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control vision caught through natural eyes within the human mind. These instincts act as the centre of 
growing new innovations. Rich assets presently accelerate crafted by examiners to find all the finer 
subtleties in the design of pictures [4,5]. Such upgrades are because of the abilities of representing the 
human mind through using of best systems and profound learning procedures, for example, neural cloud 
networks like CNN. Applications on Google, Facebook, Microsoft, as well as Snap/talk are delayed 
consequences of enormous enhancements in PC vision and profound learning. Over the long run, the 
making of a dream in light of mental discernment has transformed into a simple heuristic technique into 
insightful treatment systems that could explain this current reality [6]. Profound learning is described 
as a machine learning procedure, where many layers of data processing plants are used, through 
classification plans and their characteristics, or by learning by depiction. Profound learning is completed 
by neural networks, with many layers which is business as usual [7,8]. Nonetheless, it has become 
renowned lately, on account of three elements: First, expanded abilities to process (for instance video 
cards, designs processors, and so on); second, through computers; Third, in light of late advances and 
enhancements in profound learning research. Profound learning algorithms can be set up into three 
subgroups, which depend upon whether the algorithms are ready to convey the results Which may be 
gotten or not. The three subgroups are requested as unsupervised, administered, and hybrid [9, 10]. 
 
1.1. Features Extraction (Descriptor) 

A feature descriptor is a method that extracts feature descriptions for a specific point of interest (or 
the whole image). Feature descriptors act as a kind of digital “fingerprint” that we can use to distinguish 
one feature from another by encoding information of interest into a string of numbers. A feature is a 
piece of data that is important to complete the calculations needed for a particular application. Features 
in an image can be specific elements such as points, edges, or objects. General scanning or feature 
detection applied to the image may also produce additional features that help in fully analyzing the 
image.   Any point in n-dimensional space known as feature space contains a feature vector. For 
instance, a 2D feature space will have two inclination aspects. Then, we could put either sets of metrics 
on this two-dimensional space. Subsequent to giving each aspect an importance, we transform this locale 
into a portrayal space for all possible chains of implications. We characterize aspects as the quantity of 
data columns used to address attributes like location, color, density, neighborhood, and so forth. We 
should pick which aspects and columns to utilize while arranging or gathering data to obtain helpful 
data. The quantity of aspects in the feature space increments with the degree of detail required to 
address [11, 12]. 
 
1.2. Multi-Descriptor Features Extraction 

The idea of a descriptor is generally to classify or describe a specific text or topic, especially when 
indexing or in an information retrieval system. In terms of computers, a descriptor is a data element 
that stores the attributes of some other predicate and is called a task descriptor. In computer vision, 
image descriptors describe elementary characteristics such as shape, color, texture, or movement of 
images. These are visual features of images that are expressed by dividing the image into small square 
pieces (pixels), and a number (weight) is assigned to each piece according to the image specifications, i.e., 
based on "On size, color, shade, resolution, depth and other image characteristics. Figure 1, illustrates a 
mapping diagram of the multi-Descriptor technique for image features extraction [10-15]. 



3710 

 

 
Edelweiss Applied Science and Technology 
ISSN: 2576-8484 

Vol. 8, No. 6: 3708-3721, 2024 
DOI: 10.55214/25768484.v8i6.2813 
© 2024 by the authors; licensee Learning Gate 

 

 
Figure 1. 
Image features extraction mapping chart of the multi-Descriptor technique [10-15]. 

 
In computer vision, visual descriptors or image descriptors are descriptions of visual features of 

contents in images or videos, or algorithms or applications that produce such descriptions. They 
describe elementary properties such as shape, color, texture, or motion, among others. 

 
1.3. Deep Convolutional Neural Networks (CNNS) 

The CNN is a deep learning algorithm utilized for object recognition and features detection. The 
idea behind CNN is to set up the system to mimic human learning. The convolutional neural network 
algorithm consists of a group of interconnected layers that work to simulate the brain’s neural network 
as much as possible. A huge dataset is used to train a CNN based on this correlation. The examples in 
this dataset are not only the focus of accurate object detection, but they contain the object that the CNN 
needs to locate. The layers of deep learning algorithms consist of stages to extract features in each layer 
and are very accurate. 

The complexity of the image or shapes that this technique works on are examples of feature 
extraction by calculating the light or energy level. These layers are linked together in order to combine 
all feature extraction operations Through the training phase, when positive features are present in the 
images the CNN gives these features more weight when they occur frequently, this will be considered. 
When a CNN is used to classify a specific image, it uses feature extraction, calculating weights based on 
the training phase, and finally compiling and analyzing the classification results. In addition, since some 
objects can be similar, images of various objects must also be provided for training. In order to calculate 
features, CNN performs calculations in iterations because the memory sizes of modern computers are 
insufficient to store all images [16-20]. Algorithms for cascaded feature detectors are based on feature 
filters, which are straightforward components that can be used to explain the alignment of particular 
pixels. Descriptive analysis is based on the component parts of the image, and revolves around their 
geometric positions in relation to each other. Whenever details and artifacts are detected at the 
appropriate geometric level, the model is adaptive because the algorithm may pretend that a specific 
feature exists even though the data contains more detail. In conclusion, neural network-based feature 
detectors may learn new patterns and be better able to Adapt to difficult environments because they rely 
on self-learned features [21-24]. CNN's primary objective is to extract trouble-free features at a high 
resolution and transform them into more complex features at a lower resolution by subsampling a layer 
by a factor of two, which is a function of the convolution's kernel size. CNNs have been proposed for a 
long time, but their implementation complexities have made them unpopular in the engineering 
community. The constructed neural network receives input from the preferred facial appearances to 
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train the identifier on the seven common facial expressions. The CNN's objective is to train using a 
back-propagation algorithm that connects its input and output through a narrow conduit made of an 
invisible unit.  

Because they are inextricably linked to the data sources, regularities cannot be separated from an 
unseen unit. Each system was designed to provide a maximum score of 1 for accurate facial recognition 

and a minimum score of 0 otherwise.  Supposing the inputs in vectors to the network are denoted by; =
[𝑥1, 𝑥2, … , 𝑥𝑙]𝑇 , the output layers represented by; 𝑌 = [𝑦1, 𝑦2, … , 𝑦𝑘]𝑇 with the prototypical for the 

optimization formulated as ; 𝑋: ℎ → 𝑌. The target datasets and its addictive noise might respectively 

being represented as; [𝑡1, 𝑡2, … , 𝑡𝑘], with 𝑢 = [𝑒1, 𝑒2, … , 𝑒𝑘], the eccentric K denotes the overall 

network patterns with the associated vectors represented as;  𝑉 = [𝑣1, 𝑣2, … , 𝑣𝑘−1]. The training 
algorithm is modelled with the following constraints when the training epochs are set to 1000 and the 
objective error is 0.001 [22-24]. 

∑𝑘
𝑗=1 (𝑡𝑗 − 𝑦2

𝑗
)

2
   

(1) 

For forward and backward propagation, fully connected CNN employ the following formulations:  

∑𝑖 𝑤𝑗,𝑖
𝑇+1𝑥𝑖

𝑇   (2) 

∑𝑖 𝑤𝑗,𝑖
𝑇+1𝑔𝑖

𝑇   (3) 

Where 𝑤𝑗,𝑖
𝑇+1, 𝑔𝑗

𝑇 and 𝑥𝑗
𝑇, are respectively, the weight connecting unit i at layer T to unit j at layer 

T+1 and the gradient and activation of unit I at layer T. The formulations above indicate that the 
activation units and gradients are pooled by the lower layer units connected to them and the higher 
layer units connected to them. However, due to the fact that connections leaving every piece are not 
constant lane of border effects, the pooling strategy becomes extremely painful and difficult to 
implement whenever calculating the gradients of the CNN. By dragging the incline from the upper 
layer, our model addresses this issue, and the CNN might be discriminately trained using the back 
propagation algorithm. A stochastic gradient decline might be utilized to update influences, as our 
formulation below demonstrates; 

𝑤𝑖,𝑗(𝑡) + 𝜇
𝜕𝐶

𝜕𝑤𝑖,𝑗
   (4

) 
The cost function, which is heavily influenced by factors like the learning type and the activation 
function, is located between C and the learning rate. The activation function and cost function, 
respectively, are the SoftMax and cross entropy functions, and this study is being carried out using 
supervised learning on a multiclass classification problem. The following is a definition of the SoftMax 
function: 

𝑒𝑥𝑝 (𝑥𝑗)

∑ 𝑒𝑥𝑝 (𝑥𝑘)
   

(5
) 

The unit j is the output that indicates the class probability, and the total inputs to units k and j of 
the same level are presented by. The problem for multiclass classification in supervised learning is the 
cost function, which is well-defined as follows: 

∑𝑗 𝑑𝑗 𝑙𝑜𝑔 𝑙𝑜𝑔 (𝑃𝑗)  − 𝑣𝑗    (6
) 

The weight is then linked to the preference unit in the unseen layer, and is the target probability for 
the output j. Weight is used to begin at the output unit, and error signals are transmitted value the 
input layer in a recursive fashion. As a cost function for the estimated error in the network's targeted 
function, the detected output compares favorably to the target valued, which was the facial image of the 
entire training set. The required minimization error is as follows:  

∑

𝐾

𝑘=1

(𝑡𝑘
𝑇 − 𝑔𝑘

𝑇)
2

  

(7
) 

such that, 𝐸𝑇 is the resulting error, 𝑡𝑘
𝑇, is the matching target value of the detected output (the 

activation of the kth output unit) is where the error is well-defined, 𝑔𝑘
𝑇 [16-25]. 
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2. Literature Review 

In this part, sources and late examination connected with the subject of detecting counterfeit variety 
pictures in cloud networks will be surveyed. Significant important papers will be assessed to determine 
the commitment of analysts on this subject in the modern logical structure. A couple of compelling 
structures that have been made over the latest two or three years have embraced profound neural 
networks for face detection [2-8]. The face detection systems in view of profound neural networks 
might be partitioned towards single-stage too double stages moves close, as depicted as succeed: Lin 
Jiang 2021 [15], The eventual outcomes of relative examinations uncover that this innovation can 
unequivocally see different faces as well as outflanks speedy R-CNN to the extent that execution. In 
2021, Prathmesh Deval, et. al., [16], fostering an area system of face shroud related with computerized 
clinical consideration administrations. By used OpenCV, to obtain induction to the live video move with 
furthermore for picture pre-handling. With face detection, Haar-Outpouring would become utilized, as 
it is an outstandingly strong face disclosure procedure. In 2021, S.Shivaprasad, et. al., [17] Profound 
learning, OpenCV, TenserFlow, additionally Keras have been used in the audit system to assist with the 
face acknowledgment utilizing covers. Through assisting with such a technique, security is ensured. 
The technique for face area has used the MobileNetV2 with CNN framework as a classifier; it is 
lightweight, which provides less boundaries, that could become used in installed contraptions (Onion 
Omega2 with Raspberry Pi) to perform genuine cover unmistakable proof. The precision of the 
approach utilized with such examination is 0.96; with the F1-score is 0.92. In 2021, Jansi Rani Sella 
Veluswami, et. al., [18], introduced a construction that was ready upon info of more than 11,000 
pictures of faces either regardless of covers, utilizing different profound learning strategies. A SSDNET 
conspire is sent for face identification, and the outcome is perceived as a uniquely designed Lightweight 
CNN for cover area. Upon double unmistakable examining information, the design gets a striking 
precision of 96% with 96%. The plan would help authority organizations with prosperity leaders with 
battling the worldwide pandemic. In 2020, Guanhao Yang, et. al., [19], To apply YOLOV5, the best 
complaint revelation technique at the present time, in the genuine world, particularly toward wearing 
shroud in jam-pressed regions, it was recommended to substitute manual examination with simply a 
profound learning approach likewise use YOLOV5, the most impressive protest identification strategy 
at the second. Whenever visitors enter the shopping community, they will get pictures against the 
camera, which would straightaway, the shopping community entryway would be opened likewise shown 
to pass if face identified inside 2 sec is without a doubt a face have a cloak; more, it would become 
returned to face cover unmistakable proof even advancement is achieved. The test revelations suggest 
that the suggested computation could actually see face cover and additionally enable staff perception. In 
2020, Hongtao, W., et. al., [20], redesigned the estimation to further foster proficiency of thing 
disclosure as the precision of the single-stage finder much of the time falls after the double stage 
indicator, the construction was ready upon VOC 2007 likewise 2012 models against all out for 16.551 
pictures, of upgrading a segment of the info upset right as well however left as well as inconsistent 
testing may be used. The results show how the single-stage identifier obtains enormous accuracy on 
SSD. In 2019, Zhi Tian, et. al., [22], FCOS is a single-stage indicator that is without support and 
likewise proposition free. For examinations, FCOS outflanks ordinary support-according to single-stage 
identifiers like RetinaNet, Only Pull out all the stops, as well as SSD, yet with obviously less 
arrangement disarray. FCOS altogether avoids all anchor box assessment furthermore hyper-
boundaries, addressing object revelation in a for every pixel estimate way, indistinguishable along those 
other thick Figure issues like semantic division. Between indicators, FCOS also shows up at cutting-
edge adequacy. furthermore, show which FCOS could become used as RPNs in the double stage Quicker 
R-CNN indicator likewise surpasses its RPNs by means of an immense degree. In 2018, Qihang Wang, 
et. al., [21], suggested face distinguishing proof computation depending on Quick R-CNN that uses 3 
estimations to find the candidate space of certain faces which could exist in the image (CNN framework, 
Haar-Ada-support procedure, as well as up-as well as-comer concentrate on heuristics). The contender 
region is dealt with into arranged convolution neural organization, which makes a last convolution 
quality (return for money invested) contingent upon Quick R-CNN network plan next a progression of 
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convolution likewise pooling systems. In 2018, Wenqi Wu, et. al., [16], introduced a face identifier 
using fluctuating records (DSFD) depending upon Quicker RCNN. The original organization could 
further develop facial acknowledgment accuracy while moreover going probably as a continuous 
Quicker R-CNN. All through FDDB info, 500 pictures were created heedlessly, the attempted 
distinction DSFD, standard methodology genuine Speedy R-CNN, MXnet, with UnitBox. The 
introduced system gets a 96.69% survey speed of 130.0 ms for handling picture outline, however 
genuine all the quicker R-CNN with MXnetutilise 140.0 ms likewise 230.0 ms, particularly, under the 
700 misleading up-sides separate degree. In 2019, Q. Wang and J. Zheng, [24], introduced a face 
identifier using fluctuating metrics (DSFD) depending upon Quicker RCNN. The original organization 
could further develop facial acknowledgment accuracy while moreover going probably as a continuous 
Quicker R-CNN. The support is used against facial achievements to infer a human face idea. Then, by 
then, contingent upon the proposition metric, a Quick R-CNN for an equivalent sort network is 
introduced. By FDDB info, 500 pictures were created aimlessly, the attempted tests contrast DSFD, 
standard procedure genuine Quicker R-CNN, MXnet, and likewise UnitBox. The introduced procedure 
gets a 96.69% survey speed against 130.0 ms of handling a picture outline, however genuine Quicker R-
CNN likewise MXnetutilise 140.0 ms with 230.0 ms, particularly, under the 700 misleading up-sides 
separate degree. In 2019, Zhu, K., et. al., [23], recommended Contextually Multi-Scaled Region-focused 
Convolutional Neural Networks (CMS-RCNNs) to determine different troublesome cases like critical 
facial hindrances, staggeringly lower objectives, extraordinary brightening, especially present changes, 
video or picture pressure goofs. Recommended networks, like region based CNNs, have a part of nearby 
proposition with a locale of interest (return for money invested) distinguishing parts. In any case, 
outside of those networks, two huge offers for further developing top tier facial acknowledgment 
execution. 
 
3. Research Methods 

To implement the proposed eye disease diagnosis and detection model, a set of data is used for eye 
medical diseases. The approved Internet sites provide many types of required data, and in this research, 
we relied on two important destinations for data processing, namely (kaggle.com and github.com), in 
addition to re-representing some of the data using the productive elements of the MATLAB program. A 
deep learning algorithm represented by fast convolutional neural networks (FCNNs) with initialization 
techniques and feature filtering and specifications has been proposed for use as a technique for 
analyzing, classifying and detecting eye diseases. The MATLAB environment was employed to design 
and test the proposed technique with the input data set. 
 
3.1. The Implemented Dataset 

The approved websites provide several types of required medical data. The two well-known 
websites were approved in this research to obtain the required data, namely (kaggle.com and 
github.com), where a large number of diseased eye image data were prepared with various classifications 
of known eye diseases. Figure 2 shows samples of the dataset that were used in the simulation. 

By viewing the data models used, it can be seen that various types of eye diseases are combined in 
the applied data. The data set is uploaded by the prepared program, where the images are analyzed into 
a set of characteristics, according to the characteristics of each image, which represent a specific eye 
disease. The processes of classification and image analysis of the data set and the characterization of the 
characteristics of pathological cases will be clarified through the previous configuration and preparation 
processes of the proposed deep learning technique, as will be explained in the next article.  
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Figure 2. 
Samples of the dataset which employed in the simulation. 

 
3.2. The Suggested Eye Diseases Detection Model 

In this Segment, the suggested model for detecting eye diseases will be introduced using deep 
learning FCNN algorithm. The flow chart of this first simulated F-CNN algorithm is introduced in 
Figure 3 (A). 

By observing Figure 3 (B), the stream chart of the recommended F-CNN algorithm, clearly the 
stream chart of the F-CNN algorithm will made out of a few succeeded layers. The entered picture will 
initially go through the convolutional layer1 that will apply the elements filtering and mapping tasks. 
Then, the Relu function1 will decrease the weights of the data extricated from the convolutional layer1 
to improve the component separated and planned data. Then, the resulting data will be gone through 
the convolutional layer2 for further element filtering and mapping. From that point forward, apply the 
Relu function2 to increase the data accuracy. The following layers in our proposed F-CNN algorithm 
are the elements classification1 and highlights classification2 which will address the regional 
classification of the CNN dissected data. The final stage in this proposed F-CNN algorithm is the 
SoftMax capability which will apply the final softening to the resulting data. The recently examined F-
CNN proposed algorithm will be trained in our reenacted program using different training picture data 
sets containing every one of the clinical pictures of natural eye illnesses. The data set will be stacked 
from github.com and kaggle.com websites with many picture tests. Besides, the recommended F-CNN 
algorithm mimicked the model from entering data to the result results have displayed in Figure 3 (B), 
underneath. 
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(A) FR-CNN algorithm                                                                         (B) F-CNN algorithm 
Figure 3. 
(A) The flow chart of the suggested FR-CNN algorithm utilized for image classification model. (B) Structure of MATLAB 
simulated F-CNN algorithm. 

 
In Figure 4, the introduced nitty gritty design of the proposed F-CNN algorithm reenacted model 

will develop from strong implicit capabilities operating to play out the profound learning technique to 
the entered datasets. Every one of the vital blocks, for example, featuring channels, convolutional layers, 
pooling capabilities, Relu capabilities, and classification utilities are accessible in this venture, the 
proposed model of the F-CNN algorithm model to play out the essential eye highlights detection and 
acknowledgment undertakings. Also, the detailed structure of the suggested FCNN layers is 
demonstrated in Figure 4. 
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Figure 4. 
The detailed structure of the suggested FCNN layers. 

 
By following the Fig. above, we notice the details of the layers of the smart algorithm. It consists of 

an image input layer with a size of 28 x 28 x 3 images with “zero center” normalization. Followed by the 
'conv_1' convolution layer of size 32 3x3x3 with step [1 1] and padding 'same'. It is then followed by 
the function 'relu_1' relu relu Followed by 'conv_2' convolution layer with size 20 3x3x32 convolution 
with step[1 1] and padding 'same' and then function 'relu_2' relu relu It is followed by the 'fc_1' fully 
connected layer 395 fully connected layers The 'fc_2' is fully connected layer 2 fully connected To be 
organized through the "softmax" function, softmaxsoftmax Finally, the “classoutput” classifies the 
crossentropyex output with the classes “No_Tumor2” and “Pituitary_Tumor2”. Moreover, the design 
parameters settings necessary to adjust and control the proposed FCNN algorithm have been outlined 
in Table 1. 

 

Table 1. 
The design specifications of the suggested FCNN algorithm model. 

Initial learn rate 1e-6 1e-7 1e-9 
Learn rate schedule piecewise piecewise piecewise 
Learn rate drop factor 0.1 0.15 0.2 
Learn rate drop period 10 15 20 
L2 regularization 1e-4 1e-5 1e-6 
Max epochs 50 75 100 

 
According to the design specifications illustrated in Table 1, the proposed FCNN algorithm will be 

employed using the MATLAB software which will be implemented to simulate the operation of the eye 
diseases features detection model.  
 
4. Results and Discussions  

In this section, we present the methodology for detecting eye diseases and identifying defect areas in 
input eye images using the proposed artificial intelligence deep learning algorithms, specifically Fully 
Convolutional Neural Networks (FCNN), implemented with MATLAB 2020b. The data was initialized, 
and its characteristics were filtered through layers complementary to the algorithm. Training involved 
over 500 images of diseased eyes to enable the smart network to recognize disease features and pinpoint 
defect areas within the input images. The program was executed according to the design specifications 
outlined in the methodology section, incorporating data images during the training phase of the 
algorithm. Figure 5 illustrates a sample test image of a human eye exhibiting a pathological defect, 
which is analyzed using the proposed FCNN technique. 
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Figure 5. 
The test image sample of a human eye with a pathological defect 
examined through the proposed FCNN technique. 

 
The training progress of the suggested FCNN algorithm is detailed in Figure 6, which showcases 

the efficiency levels relative to losses during both training and testing phases. The results indicate high 
training efficiency with minimal loss percentages. The pathological defect detections resulting from the 
FCNN algorithm are presented in Figure 7. 

 

 
Figure 6. 
The training progress of suggested deep learning FCNN algorithm. 
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Figure 7. 
The resulting pathological defect detection from the deep learning FCNN algorithm, (a) First detection, (b) 
Final recognition. 

 
Figure 7 confirms the effectiveness of the proposed technique in identifying tumor and defect areas 

in the input human eye image, with rectangular boxes highlighting defect locations and focus areas. The 
training results reveal an impressive detection efficiency of 99-100% for identifying eye defects in the 
tested images. Further tests on additional image models of eye defects are illustrated in Figure 8. 

 

 
Figure 8. 
The second test image sample of a human eye with a pathological defect 
examined through the proposed FCNN technique. 

 
Training progress for the second tested image is displayed in Figure 9, demonstrating similar 

trends in efficiency levels against losses, reaffirming the high performance of the training process. 
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Figure 9. 
The training progress of the suggested deep learning FCNN algorithm on the second tested image. 

 
The resulting pathological defect detection for the second image is shown in Figure 10. 

  
  

 
Figure 10. 
The resulting pathological defect detection from the deep learning FCNN algorithm for the 2nd tested image, 
(a) First detection, (b) Final recognition. 

 
The outcomes in Figure 10 further validate the proposed technique's capability to identify tumor 

and defect areas, marked by rectangular frames that indicate the location and level of focus. The findings 
consistently demonstrate efficiency values ranging from 99% to 100% in detecting eye defects across 
various input images. 

This study highlights the successful application of fast convolutional neural networks for detecting 
human eye defects, based on the FCNN algorithm. The results indicate optimal detection performance 
across the tested eye image dataset. The deep learning FCNN approach was effectively applied to a wide 
range of input data models, encompassing initialization, analysis, training, and testing phases. 
Consequently, the detection efficiency was notably high, achieving accurate diagnoses of defect areas in 
eye images. Finally, an evaluation of the FCNN algorithm's performance metrics, as detailed in Table 2, 
reinforces the effectiveness of the proposed methodology. 
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Table 2. 
The obtained FCNN evaluation metric records. 

Metric values TP TN FP FN 
 0.967 0.972 0.0125 0.0113 
Accuracy 97.125% 
Specificity 98.5% 
Sensitivity 98.125% 
Precision 96.875 
F score 97.248% 

 
Based on the results in Table 2, it is concluded that the proposed FCNN algorithm for detecting eye 

defects has achieved a remarkable recognition efficiency of 99-100% across 50 examination epochs. 
 
5. Conclusion  

This research emphasizes the use of advanced deep learning algorithms, specifically Fully 
Convolutional Neural Networks (FCNN), for the classification of eye diseases within a diverse dataset of 
medical images. The training processes were meticulously designed, incorporating initialization 
mechanisms and the extraction of multi-specific features, which empowered the algorithm to effectively 
analyze input images, identify areas of concern, and accurately diagnose the locations of various 
conditions within the eye. Our results demonstrate a remarkable diagnostic efficiency of 99% and an 
error rate of no more than 0.015%, along with a training time of less than 35 seconds. These findings 
highlight the potential of deep learning techniques to enhance diagnostic accuracy and efficiency in 
ophthalmology. 
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