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Abstract: Human hands are capable of performing various tasks through precise finger movements. If 
realistic finger movements are implemented in a virtual reality (VR) environment with the addition of 
haptic feedback, more precise interaction with virtual objects would become possible, leading to 
enhanced user immersion. This study proposes an object manipulation technique in a VR environment 
that utilizes five fingers along with haptic feedback. In particular, the technique allows users to 
manipulate objects using not only the fingertips but also the palms and finger phalanges. During 
manipulation, force and vibrotactile feedback are provided to ensure that the hand and objects do not 
penetrate each other, while allowing users to intuitively perceive the stiffness of objects. The study 
involved three tasks—stacking cubes, matching shapes, and throwing balls—which were used for both 
quantitative and qualitative evaluation. Results showed that users found the physical interactions with 
objects to be realistic and reported high levels of immersion. Although wearable devices imposed some 
physical strain and slightly increased the difficulty of object manipulation, mental load, stress, and 
distractions were relatively minimal. While the impact of combining free finger movements with haptic 
feedback on task performance has yet to be fully confirmed, the positive effects on user perception of 
realism and immersion were evident. The findings of this study could contribute to the development of 
advanced technologies that improve task performance and reduce fatigue in virtual environments. 
Keywords: Hand interaction, Haptic feedback, Object manipulation, Presence, Virtual reality. 

 
1. Introduction  

Humans lead more convenient lives because they can move freely and use their hands to perform 
complex tasks. For example, when manufacturing or repairing a car that enhances mobility, it is 
necessary to assemble screws and small components. In this process, it is important to precisely position 
the screws using fingers and to apply the appropriate force with a screwdriver. If tasks requiring precise 
hand movements are simulated in VR content, users can train repeatedly without burden and effectively 
enhance their skill proficiency. This would allow them to adapt easily to how to move their hands and 
how much force to apply in real tasks.  

Recently, various studies have been conducted on hand interactions that influence users' sense of 
realism and immersion in VR. For example, if users can manipulate an object freely using all five 
fingers, it can enhance their sense of realism. Additionally, if haptic feedback (such as force or vibration 
feedback) is delivered to the hand to allow users to intuitively feel the object's physical properties, it 
would also enhance immersion. When manipulating objects, humans use not only the tips of their 
fingers but also the palms, the sides of the fingers, and the finger phalanges. The sides of the fingers 
help to grip thin objects more stably, while the palms and the finger phalanges assist in gripping objects 
more securely and lifting heavier objects. However, in VR the tips of the fingers are primarily used for 
manipulating objects. If the palms, the sides of the fingers, and the finger phalanges could also be 
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actively utilized in object manipulation, the sense of realism would be significantly enhanced. 
Furthermore, by utilizing physics engines and constraints in VR, it is possible to visually prevent the 
fingers from penetrating objects upon contact. However, since real fingers can bend further if physical 
constraints are not applied, discrepancies between virtual and real finger movements may arise, which 
can cause users to feel a sense of dissonance. By directly delivering force feedback to the user's hand, 
physical forces can prevent the fingers from advancing further. Furthermore, generating vibration 
feedback signals that the fingers are penetrating an object, prompting the user to stop, can reduce the 
sense of dissonance. To express the stiffness of an object in VR, vibration is transmitted to the user's 
hand. For rigid objects, strong vibrations are delivered, while for soft objects, weaker vibrations are 
transmitted, allowing the user to perceive the stiffness of the object based on the intensity of the 
vibrations. Force feedback can also be effectively utilized to represent stiffness. Rigid objects can 
provide maximum resistance upon contact, while soft objects can gradually increase resistance as the 
fingers penetrate further, allowing users to intuitively sense the object's stiffness. In VR, simulating 
non-penetration between the hand and objects, along with expressing the stiffness of objects, mimics 
real-world physical phenomena and allows users to indirectly perceive the characteristics of the objects. 
This enables more realistic hand-based interactions and enhances user immersion in the process. 

In this study, the SenseGlove DK1, a wearable exoskeleton device, was used to enable users to freely 
utilize all five fingers when manipulating objects. Additionally, haptic feedback was delivered to the 
user's hand to enhance the sense of realism and immersion in object manipulation tasks. To implement 
physically accurate interactions, a physical model of the virtual hand was designed, incorporating the 
palm, the sides of the fingers, and the finger phalanges. Additionally, a module was developed to enable 
the manipulation of objects using various grabbing techniques. The object manipulation module 
provides force and vibration feedback to the user during the manipulation process, representing both the 
non-penetration between the hand and the object and the object's stiffness. Three tasks (stacking cubes, 
fitting shapes, and throwing balls) were tested. Task completion times were measured for quantitative 
assessment, and surveys on immersion and task load were conducted for qualitative assessment. 
 
2. Related Work 

In VR, manipulating objects with hand movements influences the user's sense of realism. If a virtual 
environment is designed to allow users to utilize all five fingers for object manipulation in a manner 
similar to the real world, users may experience a sense of ownership, perceiving the virtual hand as if it 
were their real hand. If users can actively control their fingers, it enhances the sense of ownership. The 
stronger this sense of ownership, the more realistic the user perceives the experience in VR [1],[2]. 
The more realistic the experience, the greater the user's immersion in the virtual world, leading to 
higher satisfaction and more positive reactions [3]. Implementing detailed finger movements to enable 
complex and precise object manipulation can further enhance the user's sense of realism [4]. Providing 
accurate haptic feedback during the manipulation of objects can enhance the user's sense of immersion. 
Haptic feedback can offer tactile experiences similar to those in the real world, improving the accuracy 
and efficiency of interactions [5]. By applying vibrations or physical forces to the user's hand, the 
characteristics of the object such as surface texture, resistance, elasticity, and weight can be indirectly 
perceived, allowing for the representation of non-penetration and stiffness in object manipulation, which 
in turn facilitates more intuitive immersion [6],[7]. Without precise haptic feedback, users may 
unintentionally drop objects or fail to adjust the appropriate finger strength when gripping or releasing 
objects [8]. Hand-based interactions that allow for free use of fingers while delivering haptic feedback 
enable natural, realistic interactions both visually and tactually, significantly enhancing the sense of 
immersion and realism in VR experiences [9],[10].  

Several studies have explored the development of hardware that provides haptic feedback and 
supports immersive hand interactions, functionally similar to existing commercial VR controllers. The 
CLAW is a handheld controller designed to allow free movement of the index finger and deliver haptic 
feedback through sub-motors and vibration actuators. It provides appropriate vibrations or force 
feedback based on the force exerted by the index finger, thereby enhancing the user's sense of realism 
and immersion during object manipulation [11]. The TORC is another handheld controller that enables 
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precise manipulation by actively engaging the thumb, index, and middle fingers to grab or rotate 
objects. It is designed to convey resistance and vibrations to the fingers during interaction, thereby 
improving the perception of texture and properties of objects and enhancing the realism of object 
manipulation [12]. In addition, there are studies that utilize camera-based hand tracking technology to 
enable the free use of all five fingers in object manipulation. Johnson, C employed a VR headset with an 
integrated camera capable of recognizing and tracking the hand to allow users to manipulate virtual 
objects with five fingers during tasks such as sorting virtual balls [13]. Similarly, Rantamaa, H utilized 
a VR headset with hand tracking capabilities to facilitate natural hand-based interactions during virtual 
surgery training [14]. Furthermore, research evaluating the naturalness and intuitiveness of using five 
fingers to perform tasks, such as placing differently colored balls into corresponding boxes and 
inputting numbers on a virtual keyboard, has been conducted [15]. However, camera-based hand 
tracking technology cannot provide any feedback to the hand and may suffer from accuracy issues due to 
lighting conditions, hand position, and latency problems, potentially diminishing the user's sense of 
realism and immersion [16]. xTouch combines Leap Motion, a camera-based hand tracking technology, 
with a wrist-worn device capable of generating electrical signals at the fingertip. This system allows 
users to move their hands freely while providing tactile feedback through electrical nerve stimulation, 
based on the force exerted by the fingers on objects. This setup enhances the sense of realism and 
immersion by delivering realistic tactile feedback [17]. Moon, H combined a custom glove, which 
generates vibrations, with an integrated camera in a headset to provide both free hand movement and 
haptic feedback, thus improving the sense of realism and immersion experienced by users during VR 
rhythm games [18]. Scheggi, S integrated Leap Motion with a wearable device that envelops the 
fingertips and delivers force feedback. By adjusting the position of a platform at the fingertip upon 
contact with an object, this system applies pressure, resulting in a more natural and realistic physical 
interaction between the fingers and objects [19]. E. Amirpour argued that a wearable exoskeleton 
device, which allows for the free movement of all five fingers while delivering more intuitive haptic 
feedback, can significantly enhance the user's sense of realism and immersion [20]. Topini, A 
demonstrated that in VR rehabilitation training, wearing an exoskeleton device to manipulate objects 
allows the detection of the user's strength and movements, adjusts the resistance applied to the hands, 
and supports the force required for lifting objects. This approach maximized rehabilitation effects by 
facilitating more natural interactions [21]. A study introducing a social VR clinic for knee osteoarthritis 
patients employed the SenseGlove exoskeleton device to enable the movement of the user's five fingers 
and provide force feedback at the fingertips. This setup aimed to increase user immersion during 
training with virtual injection tools and to offer effects similar to actual therapy [22]. In a virtual finger 
rehabilitation training system, users of the SenseGlove engaged in tasks involving grasping and 
releasing objects of various shapes and sizes. The provision of force feedback allowed for more realistic 
manipulation of objects, enhancing training immersion and enabling accurate assessment of each finger's 
extension capabilities [23]. Kuling, I's research found that participants wearing the SenseGlove, while 
remotely controlling a robotic arm to move blocks to different containers, experienced enhanced realism 
and performance in virtual tasks when vibrations or force feedback were provided to the fingers [24]. 
However, these studies predominantly focus on the fingertips' involvement in object manipulation, with 
limited application of the palm, finger phalanges, and sides. The use of the palm and finger phalanges 
could enable more natural lifting of heavy objects, and if the sides of the fingers could support objects 
like thin cards or pens, users would likely perceive the experience as more realistic. Furthermore, 
providing more sophisticated haptic feedback that adapts to the characteristics and constraints of the 
object, rather than simple feedback when the hand contacts the object, could further enhance immersion. 
Therefore, this study proposes an object manipulation technique using the SenseGlove DK1 that allows 
comprehensive use of the entire hand while delivering precise haptic feedback to simulate non-
penetration between the hand and the object and to express the object's stiffness. 
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3. Haptic Based Six Hand Areas 
3.1. Virtual Hand Physical Model 

A physical model of a virtual hand, designed to enable users to freely move all five fingers and 
receive haptic feedback, was constructed with multiple layers (Physics, Manipulation, Feedback Layer). 
The wearable exoskeleton device, SenseGlove DK1, was employed to track finger movements and 
deliver vibration and force feedback. The base of the virtual hand model utilized the SGHand model 
from the holographic texture included in the SenseGlove SDK.  

The Physics Layer implements simple physical collision effects, such as the displacement of objects 
when colliding with the hand, based on Unity engine’s rigidbody. As shown in Figure 1(a), capsule 
colliders are arranged in a shape that conforms to the hand, preventing the hand and objects from 
passing through each other. This setup allows for actions such as catching a falling ball with the palm 
and rolling the ball without any constraints. The Manipulation Layer enables the grabbing and 
releasing of objects. As illustrated in Figure 1(b), numerous small sphere colliders are distributed 
throughout the hand. These sphere colliders detect other objects and facilitate grabbing and releasing 
based on the constraints defined by the object manipulation algorithm. To support various grabbing 
methods that can be executed with five fingers, four colliders are placed on the front surface of each 
finger and two pairs of two colliders on the side surfaces of each finger. Additionally, to support the 
manipulation of objects requiring palm strength, seven sphere colliders are placed on the palm. The 
Physics Layer ensures that the hand and object do not penetrate each other during collisions. However, 
when the Manipulation Layer is used to grab an object, continuous collisions between the fingers and 
the object may increase computational load and lead to unstable physical phenomena in the engine. To 
mitigate this, collisions between the object and the hand are temporarily disabled during the grabbing 
process to prevent mutual repulsion. Although this allows the fingers to pass through the object, the 
Feedback Layer employs haptic feedback to prevent the fingers from penetrating the object while 
grabbing. As shown in Figure 1(c), the Feedback Layer incorporates slightly larger capsule colliders at 
the tips of each finger, compared to the object-detecting colliders. When these colliders contact the 
object, haptic feedback is provided to the user’s hand based on algorithmic constraints and the 
characteristics of the object, thereby preventing penetration and representing the object's rigidity. This 
virtual hand model allows for the free manipulation of objects with all five fingers and the palm, and the 
haptic feedback enhances the realism of interactions. 
 

 
Figure 1.  
Layers comprising the virtual hand model. (a) Physics Layer, (b) Manipulation Layer, (c) Feedback Layer. 

 
3.2. Object Manipulation Module  

Module was developed to facilitate smooth interaction between the virtual hand model and objects 
while delivering appropriate force and vibration feedback to the user, according to the algorithm's 
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constraints. The interaction with objects consists of grasping and releasing, and for an object to be 
grasped, the fingers or palm must make contact with the object. As shown in Figure 2(a), the 
Manipulation Layer of the hand model consists of six detection areas, one for each finger (five areas) and 
one for the palm. Each detection area is activated when a sphere collider, placed within the area, comes 
into contact with the object, turning the area into a detected area. If contact with the object is lost, the 
detected area is deactivated. Detected areas are used for object grasping, and the number of detected 
areas in contact with the object is calculated upon interaction. As shown in Figure 2(b), when the sphere 
collider on the index finger touches the object, one detected area is calculated. If the index, middle, and 
ring fingers make contact, three detected areas are calculated. For typical object manipulation, at least 
two detected areas, including either the thumb or palm area, are required, and for larger objects, a 
greater number of detected areas is necessary. As shown in Figure 3(a) and (b), small objects can be 
grasped with just two finger areas detected, while larger objects, such as a ball, require detection from 
both the fingers and the palm. Multiple sphere colliders are placed on the fingertips, sides, and 
phalanges of the fingers, allowing for various grasping techniques. This allows for object lifting using 
only the finger phalanges and palm, or for grasping smaller, thinner objects such as cards or pens with 
the sides of the fingers, as shown in Figure 3(c).  
 

 
Figure 2.  
Detection areas for hands. (a) six detection area, (b) example of detected finger area. 

 

 
Figure 3.  
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Grasping of various objects. (a) small volume object, (b) large volume object, (c) Small and thin object. 
 

An object is released when the thumb or palm areas disengage from the object, or when the number 
of detected areas required for grasping falls below the minimum threshold. For instance, as shown in 
Figure 3(a), if an object like a small box is grasped between the thumb and middle finger, and either the 
thumb or the middle finger disengages, causing the detection to be lost, the box will be released. In cases 
where the object is large, or due to manipulation issues such as penetrating the object with the hand 
while grasping, the object may unintentionally remain within the detection areas even when the hand is 
fully open, preventing the object from being released. To avoid such situations, finger angle values are 
continuously tracked to ensure proper release. The finger angle values are tracked within a range of 0 to 
1 (0 = fully extended, 1 = fully bent) and stored in an array at the moment of a successful grasp. During 
the grasp, the difference between the stored finger angle values and the current tracked angle values is 
continuously calculated. If the difference exceeds the release threshold of 0.07, the corresponding finger 
is excluded from the detected area, indicating it can no longer maintain the grasp. For example, if the 
index finger angle at the moment of a successful grasp was 0.3, and the current tracked angle is 0.2, the 
difference of 0.1 exceeds the threshold of 0.07, leading to the exclusion of the index finger from the 
detected area. As shown in Figure 3(b), when releasing a large ball, even if the user fully extends their 
fingers, unintended contact between the spheres on the lower phalanges and the object may maintain 
enough detected areas to prevent the ball from being released. In such cases, adjusting the number of 
detected areas through the finger angle difference calculations ensures that the object is properly 
released. The direction and velocity of the object at the moment of release are calculated based on the 
position values from the 10 frames prior to release and the object's weight. 

This object manipulation module delivers force and vibration feedback to the user's hand during 
interaction, ensuring non-penetration between the hand and the object, as well as representing the 
stiffness of the object. Force feedback is delivered using the force feedback properties defined for each 
object, applying force in the opposite direction of the finger's movement. These properties include a 
distance value, which sets the maximum depth the finger can penetrate into the object from the point of 
contact, and a maximum force feedback value that can be applied to the finger. As the finger moves 
deeper into the object, the force feedback gradually increases until the maximum force is applied at the 
specified maximum distance. The maximum force feedback value can be set within a range of 0 to 1, 
where a value of 1 represents the maximum force. When the hand contacts an object, the module applies 
maximum force feedback to prevent the fingers from further penetration, thus physically controlling the 
movement and ensuring non-penetration. Additionally, the distance values are adjusted for each object to 
represent varying degrees of stiffness. For example, in the case of a hard steel object, the distance value 
is set to 0, meaning that from the moment of contact, the maximum force feedback value of 1 is applied, 
preventing any further penetration of the finger. On the other hand, for an object like a stress ball, with 
a distance value of 0.5 cm (as shown in Figure 4), the force feedback starts at 0 upon contact and 
gradually increases as the finger penetrates deeper, allowing the finger to penetrate up to the maximum 
distance of 0.5 cm. To prevent the user's fingers from ignoring the force feedback and penetrating the 
object, additional vibration feedback is applied. When the capsule collider in the Feedback Layer touches 
the object, and the maximum force feedback is being applied to the finger, vibrations are triggered. 
These vibrations serve as a signal that the finger has reached the maximum penetration distance, and 
further attempts to penetrate will result in additional vibration feedback, indicating that the hand is 
attempting to pass through the object. at the point where maximum force feedback is applied, the finger 
angle values are stored, and as the finger angle increases beyond the stored value (i.e., as the finger 
bends further, penetrating the object), the intensity of the vibrations also increases, allowing the user to 
intuitively recognize how much the hand is penetrating the object. 
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Figure 4. 
Manipulation of the stress ball. 

 
4. Experiment & Result 
4.1. Experimental Overview 

This study conducted an experiment using the developed object manipulation technology that 
incorporates five-finger control and haptic feedback. The experiment consisted of three tasks: stacking 
cubes, fitting shapes, and throwing balls. In the stacking cubes task, as shown in Figure 5, participants 
had to stack six colored cubes on a black pad, matching the color and shape of six transparent cubes 
displayed on the pad. Task completion time and cube displacement were measured. Cube displacement 
was used to determine how accurately the cubes were placed, calculated by summing the distance 
differences at the eight vertices between the participant's cube and the target cube. The distance 
difference for each cube ranged from 0 to 30, where 0 indicated perfect alignment with the target cube, 
and 30 indicated maximum displacement, meaning no overlap. The total displacement value for the six 
cubes ranged from 0 to 180. The target cubes appeared after pressing the start button, and their colors 
were assigned randomly at the beginning.In the fitting shapes task. As shown in Figure 6, participants 
were required to fit five different shapes into appropriately sized holes in a large box on the left. Only 
task completion time was measured. In the throwing balls task, as shown in Figure 7, participants had 
to throw balls to knock down three targets. The targets were placed at distances of 1.0m, 1.5m, and 
2.0m from the throwing position, starting with the closest . Task completion time and the number of 
throws were recorded, with the number of throws representing how many attempts were made to hit all 
the targets.  
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Figure 5.  
Stacking cubes task process. 

 

 
Figure 6.  
Fitting Shapes Task Process. 

 

 
Figure 7.  
Throwing Balls Task Process. 

 
After participants equipped the haptic device and HMD, they were asked to confirm their hand 

movements. One of the three tasks was randomly assigned, and participants received a brief explanation 
of the assigned task. They then pressed a red button on the table to begin the experiment. The time 
taken to complete each task was recorded, and the remaining tasks were performed in the same manner. 
Upon completing all three tasks, participants filled out a questionnaire and concluded the experiment. A 
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total of 10 participants took part in the study, including 8 males and 2 females. Among them, 3 
participants had no prior VR experience, 4 participants had 1 to 5 experiences, and 3 participants were 
experienced with more than 6 VR sessions. Before the experiment, participants were provided with an 
explanation of the procedure and safety measures and were informed that they could stop the 
experiment at any time. The experiment was conducted using Unity version 2022.3.10f1, with the HTC 
Vive Pro Eye and SenseGlove DK1 to simulate interactions with the shapes, providing both force and 
vibration feedback during manipulation. 
 
4.2. Experimental Results 
4.2.1. Performance measurement 

In the stacking cubes task, the average task completion time was 76.5 seconds, with a standard 
deviation of 25.1 seconds, making it the second fastest task with the least variation between participants. 
This suggests that the stacking cubes task was less complex than the other tasks, and participants did 
not encounter significant difficulties in grasping and placing the cubes. The average cube displacement 
was 42.7, with a standard deviation of 9.4. The variation in completion times and displacements 
occurred due to differences in how participants placed the cubes. The gap between the target cubes was 
not wide enough, leading some participants to interfere with already placed cubes when releasing the 
cube they were holding. Participants who did not account for this interference often knocked over or 
displaced the cubes, causing delays as they had to rearrange them, which in turn increased the 
displacement values when the cubes were left in a displaced state. 

In the fitting shapes task, the average task completion time was 163.4 seconds, with a standard 
deviation of 55.5 seconds, making it the longest of the three tasks, with the greatest variance among 
participants. Some participants experienced difficulty when inserting the shapes into the box. In real life, 
when an object is inserted into a small space, the end of the object may touch the inside walls, but due to 
friction and other physical properties, it naturally slides into place. However, in this task, when 
participants tried to insert a shape at an angle, the end would often wobble or stop altogether, causing 
unstable physical behavior. Participants who aligned the shapes perfectly with the opening and inserted 
them straight were able to complete the task quickly, while those who relied on real-world physics took 
significantly more time to complete the task. A cone, which could be inserted in any direction, was easily 
placed by all participants, but irregularly shaped objects like squares or pentagons posed challenges for 
participants with little or no VR experience, as they struggled to align the shape with the opening, 
resulting in longer completion times.  

In the throwing balls task, the average task completion time was 75.2 seconds, with a standard 
deviation of 41.1 seconds. Although the task completion time was similar to the stacking cubes task, 
individual variation was considerably higher. The average number of throws was 18.8, with a standard 
deviation of 10 throws. The number of throws increased proportionally with task completion time, as 
repeated attempts to adjust the trajectory and hit the targets contributed to the increase in task 
duration. Participants easily hit the closest target within an average of three throws, but had difficulty 
hitting the farthest target, resulting in many attempts and an overall increase in task completion time. 
Variations in physical abilities and VR experience also contributed to the wide range of throw attempts. 
The two fastest participants completed the task in 25 seconds, with 4 and 5 throws, respectively, while 
the two slowest participants took more than two minutes and needed 30 and 34 throws to complete the 
task. 
 
4.2.2. Measurement of immersion and task load 

To assess the realism and immersion of these tasks, the Presence Questionnaire (PQ) was used as 
the survey tool [25]. The PQ survey consists of four subscales: Involvement, Sensory Fidelity, 
Adaptation/Immersion, and Interface Quality, and is rated on a 7-point Likert scale from 1 to 7. The 
reliability of the PQ survey was confirmed with a Cronbach's alpha value of 0.816, indicating a reliable 
level. The average and standard deviation for each factor were calculated, as shown in Figure 8. 
Involvement measures how mentally immersed and focused participants were during the task, as well as 
their perception of interaction with the environment. The average score for this factor was 6.2, with a 
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standard deviation of 0.7, indicating that participants were able to fully immerse themselves and 
positively interact with the environment. Questions regarding how much participants were visually 
immersed in the environment received high scores, which can be attributed to the realistic rendering of 
hand-object interactions through haptic feedback that prevented object penetration, making the 
manipulation of objects appear natural. The highest-scoring questions pertained to the naturalness of 
physical interactions. Participants reported feeling that the manipulation of objects was realistic, as the 
system allowed for non-penetration and provided a variety of grasping methods similar to real-world 
interactions, as well as enabling them to perceive object stiffness. Sensory Fidelity evaluates how 
realistic and accurate the sensory stimuli in the virtual environment felt to the participants. The average 
score was 5.9, with a standard deviation of 1.0. This factor scored lower than Involvement and 
Adaptation/Immersion, primarily due to three questions addressing auditory stimuli, which received 
low scores. Since auditory feedback was not a focus of this study, with only the sound of balls hitting 
targets and objects falling implemented, participants had limited auditory cues to evaluate. However, 
questions regarding the impact of haptic feedback on virtual object exploration received high scores. 
This is because the precise and intuitive delivery of haptic feedback — such as controlling finger 
movement with physical force before object penetration and signaling how much the fingers had 
penetrated through vibrations — had a positive influence on the participants' experience. 
Adaptation/Immersion measures how quickly participants adapted to events in the virtual environment 
based on their actions and how deeply they became immersed in the environment. The average score for 
this factor was 6.2, with a standard deviation of 0.8. This indicates that most participants adapted to the 
virtual environment quickly, felt comfortable, and were able to immerse themselves. High scores were 
given to questions regarding the ability to predict the outcome of their actions, likely due to the natural 
object manipulation provided by the technology, which offered a familiar experience similar to handling 
real-world objects, allowing participants to anticipate how the objects would behave. The high scores 
related to immersion suggest that participants felt the object manipulation process was realistic and that 
they could predict the results of their actions, enabling them to focus naturally on the tasks. If 
participants had experienced unnatural or disconnected interactions, the immersion scores would have 
been lower. The consistency of the sensory information also received high scores, which can be 
attributed to the precise haptic feedback provided at the exact moment when the fingers visually made 
contact with or penetrated the object, maintaining a successful sense of consistency. Interface Quality 
evaluates how much the interface in the virtual environment hindered the task, with lower scores 
indicating a more positive outcome. The average score for this factor was 2.5, with a standard deviation 
of 1.2. The wider variation in this factor compared to others can be attributed to the questions about 
how much the device itself interfered with the tasks. The SenseGlove DK1, which is worn by securing 
straps to the fingertips, caused discomfort for some participants, particularly during the throwing balls 
task, as the dynamic movements of the hand caused the fingertip straps to loosen, making hand 
movements more difficult. However, participants did not report significant issues with delays between 
real- world actions and those in the virtual environment, nor with immersion problems related to the 
visual display. 
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Figure 8.  
Presence measurement. 

 
Additionally, the Simulation Task Load Index (SIM-TLX) was used to measure the task load 

experienced during the experiment [26]. The SIM-TLX survey consists of nine subscales, rated on a 
21-point Likert scale from 0 to 20. The reliability of the SIM-TLX survey was confirmed with a 
Cronbach's alpha value of 0.749, indicating a reliable level. The average and standard deviation for each 
subscale were calculated, as shown in Figure 9. The Mental Demands subscale, which evaluates the 
participants' mental fatigue during the task, had an average score of 3.8, with a standard deviation of 3.4, 
suggesting that participants did not feel significant mental fatigue while performing the tasks. However, 
the average score for Physical Demands, which assesses physical fatigue, was 6.2 with a standard 
deviation of 3.5. This suggests that participants felt physical strain due to the use of the exoskeleton 
device, SenseGlove. The device reduced the freedom of hand movement compared to using bare hands, 
and participants could have felt burdened by its weight. Additionally, participants unfamiliar with force 
and vibration feedback may have found the hand movements awkward, leading to accumulated physical 
fatigue. The average score for Temporal Demands, which evaluates how hurried participants felt during 
the tasks, was 6.1 with a standard deviation of 4.0. The Frustration subscale, which measures the level 
of frustration experienced during the tasks, had an average score of 2.6 with a standard deviation of 3.9. 
In the fitting shapes task, some participants experienced time pressure when they failed to insert the 
shapes properly due to issues with the physics engine, leading to prolonged task times. In the throwing 
balls task, some participants struggled to hit the 2-meter target, and despite repeated throws, they could 
not successfully hit the target, causing them to rush and feel frustrated. Prolonged tasks are closely tied 
to increased physical fatigue. The average score for Task Complexity, which evaluates how complex the 
tasks were perceived to be, was 2.8 with a standard deviation of 2.7. These tasks were relatively simple 
and similar to tasks participants would encounter in real life, which likely contributed to the low score 
for complexity. Situational Stress, which measures the stress caused by the task environment itself, had 
an average score of 2.6 with a standard deviation of 2.7. The Distractions subscale, which assesses how 
much factors inside or outside the virtual environment disrupted participants' focus, had an average 
score of 1.0 with a standard deviation of 1.2. The Perceptual Strain subscale, which evaluates discomfort 
or fatigue from processing sensory information (such as visual or tactile input), had an average score of 
0.6 with a standard deviation of 1.3. This indicates that participants did not experience significant 
discomfort or stress, likely due to the familiar and realistic object manipulation process provided by the 
natural haptic feedback. The Task Control subscale, which assesses how well participants felt they could 
control their hands and objects during the tasks, had an average score of 6.0 with a standard deviation of 
4.2. While most participants felt they could manipulate their hands and objects effectively, some 
participants experienced discomfort due to the device’s impact on hand movement, as analyzed in the 
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Interface Quality subscale of the PQ. Additionally, participants who spent an extended amount of time 
on the throwing balls or fitting shapes tasks found it more difficult to control their hands and objects. 
 

 
Figure 9.  
Task load measurement 

 
5. Conclusion 

This study proposed an object manipulation technology that utilizes five-finger control and haptic 
feedback to enhance the sense of realism and immersion during interactions in VR. A physical model of a 
virtual hand was designed, allowing the fingertips, sides, phalanges, and palm to be used for object 
manipulation, and an object manipulation module was developed to deliver haptic feedback to the user's 
hand during the manipulation process. Through this virtual hand model, various grasping techniques 
that can be performed with a real hand were supported, and the manipulation module provided force and 
vibration feedback to prevent penetration between the hand and object, allowing users to feel the object's 
stiffness. An experiment involving three tasks of object manipulation in VR was conducted using this 
technology. Analysis of the PQ survey responses revealed that most participants evaluated the physical 
interactions between the hand and object as highly realistic. The sensory feedback, both visual and 
tactile, provided during the interactions was consistent and natural, leading to deep immersion in the 
tasks and allowing participants to easily adapt to the virtual environment. In the SIM-TLX survey 
analysis, participants reported low levels of mental fatigue, stress, frustration, and distraction. However, 
physical fatigue, time pressure, and task difficulty were rated slightly higher compared to other factors. 
This suggests that the technology allowed participants to experience a high level of realism in object 
manipulation and to immerse themselves well in the tasks. Further research is needed with a larger pool 
of participants to incorporate object weight conditions and simplify the manipulation process, while 
maintaining high levels of realism and immersion, reducing physical fatigue, and improving task 
performance. If this advanced technology is applied to tasks in industrial settings that require precise 
hand movements or to medical procedures in VR, it would enable intuitive and repetitive training, 
thereby maximizing training effectiveness and efficiency. 
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