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Abstract: Big-data networks are raising energy use and associated ecological effects and have become a 
significant cause for concern in the last decade. With the expected significant increase in the traffic 
demand in data centres escalates the need to be energy efficient. In this scenario, the implementation of 
sleep mode in software defined network (SDN) data centres could provide an energy aware solution. 
Energy consumed of the network can be reduced by putting underutilized network devices or 
components to sleep. Employing sleep mode aligns with sustainability goals and can reduce the 
environmental impact of data centers by lowering carbon emissions. In this work meta heuristic 
algorithm is incorporated at the SDN central controller in a fat tree-based data centre for bandwidth 
usage monitoring, sleep decisions and path selection using Mininet emulation. The Mininet emulation 
performance study was conducted based on comparison between metaheuristic and Dijkstra method. 
The proposed sleep mode method obtained enhancement in the performance parameter with uses less 
energy in the network. 
Keywords: Data center, Energy efficiency, Mininet, Sleep mode, Software defined network. 

 
1. Introduction  

SDN makes it possible for complex network applications to be executed software-wise by 
successfully separating the network control plane from the data plane. Smart cities, the 
emergence concerning the Internet of Things (IoT), applications that utilise big data, and 
sophisticated artificially intelligent networks, as well as the growth in data centre networks' size, 
information processing the ability, and efficiency to meet the demands of high traffic in 
computing services [1]. Data centres are using more energy, and this has an impact on the 
environment [2]. The foundation of the software-defined network concept is the division of the 
control plane into the data plane. Although an effectively centralised controller oversees the 
network, the data plane controls the forwarded data function [3-6]. In addition to being utilised 
by network technology vendors and large corporations, SDN offers a strong feature of network 
flexibility [7-8]. Many network applications, including traffic engineering, energy efficiency, 
dynamic routing, security, and load balancing, have been made possible by the ease of use and 
portability of network management. While a data plane ahead. packets in response to commands 
from the control plane, a control plane uses the actions. An overview of the network is provided 
by a centralised control plane, which facilitates network management. Three layers make up the 
fat-tree topology [9] the central layer from base to top, the aggregation layer, and the edge 
layer. The number of pods within a k-ary fat tree is k. There are two switch layers in each pod. 
There are k ports on each switch. A switch's edge layer ports connect to hosts, while the 
remaining ports are connected to switches in the aggregation layer [10-17]. Core switches are 
located in the fundamental layer, and each one has a port connected to a k-ary. 
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2. Literature Review 
In recent decades, for economic and environmental reasons, the idea of cost-effective green 

networking has emerged as a crucial concern for companies and researchers [18, 19]. In order to 
reduce energy consumption, the most significant equivalent strategy for network energy-efficiency 
techniques concentrated on routing optimisation models and network traffic with a variety of 
constraints [20, 21]. Using a variety of simulation tools, numerous researchers have tried to 
increase networks' energy efficiency. An efficient method for assessing efficacy, investigating and 
troubleshooting SDN rules, and resolving network-related research concerns is the network 
simulation [22]. The process of mimicking an actual network's behaviour in a controlled 
environment is known as network emulation. It entails simulating the properties of network 
connections, including packet loss, jitter, latency, and bandwidth, and other network impairments 
in order to evaluate and test the efficiency, accuracy, and scalability of apps, protocols, or network 
devices as if they were running in a live network. Innovating with SDN network is limited to 
popular simulators like GNS3 and OMNet++, NS2, and NS3. To validate while assessing the 
advantages of DC Network, an appropriate emulation tool is recommended such as Mininet. 
Mininet [23] is an emulation tool useful for studying the concerning the use of SDN frameworks. 
It enables quick development and detailed testing tool, making it ideal for educational purposes, 
research work, in addition to the validation evaluation using tools like Mininet enables precise 
testing and validation of the exact SDN control software that will be deployed in production 
environments, as seen in examples like and Google and BSN Labs [24]. This approach ensures 
that the software behaves as expected under various network conditions, allowing organizations to 
identify potential issues and optimize performance before actual deployment. Tropea et al. [25] 
utilized the same SDN, control software in both emulated and production environments, companies 
can significantly reduce the risks associated with software rollouts, leading to smoother transitions 
and more reliable network operations. Various research has been done using different tools for 
simulating the network recent research on energy efficiency in networking has leveraged a variety 
of simulation tools to optimize and evaluate energy-saving strategies. Some studies have 
extensively used NS-2 and NS-3, which are popular discrete-event network simulators, to model 
and evaluate energy-efficient strategies in networking environments. For instance, Alwasel et al. 
[26] focused on reducing energy consumption through optimised data aggregation and 
management of power techniques, simulating energy-efficient methods of routing in wireless 
sensor networks using NS-3. This greatly increased the network's operational lifetime. 

An SDN-enabled optical Data Centre Network (DCN) with adaptable Quality of Service, or 
QoS, providing for multi-tenant applications was proposed and experimentally examined by Yu et 
al. [27]. NS2 and NS3 were used to simulate an SDN-enabled optical data centre, where the 
network structure and statistics were tracked. These statistics could be used to automatically slice 
and reconfigure the network under an SDN controller's control. The experimental findings, which 
were confirmed by NS2 and NS3, showed that dynamic QoS provisioning is made possible by 
adaptable highest importance distribution for network traffic flows. Additionally, the real-time 
network statistics-driven automatic load balancing function greatly improved network performance 
while preserving high QoS. TPSMA (A two-phase Sensing Process Algorithm), an optimisation 
method inspired by nature and used in networks of wireless sensors (WSNs), was first presented by 
Abidin et al. [28]. The two stages of the TPSMA technique—marking and matching—are 
analogous to predators demarcating the borders of their domains. The results demonstrated that 
using TPSMA approach in WSN alerts is an affordable way to provide wide coverage with minimal 
power consumption. Lin et al. [29] used OMNeT++ to model dynamic energy management in 
data center networks, developing algorithms that reduce energy consumption by selectively 
powering down idle servers and networking devices, achieving substantial energy savings without 
degrading performance (Computer Networks).  

Utilising OMNET ++, Let et al. [30] suggest a two-phase SDN-based routing mechanism 
that seeks to reduce energy consumption while maintaining a certain degree of quality of service 
for user flows. The results show that the suggested routing technique significantly reduces energy 
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consumption for crowded traffic with mice-type flows. It can meet users' QoS needs while offering 
efficient link load balancing. Additionally, Monteiro et al. [31] evaluated the sustainable flow in 
wireless sensors networks (WSNs) using MATLAB and suggested a meta-heuristic algorithm for 
route selection optimisation dependent within the dolphin echolocation method (DEA). The 
research introduced a specialized SDN-WSN optimization model incorporating the DEA 
algorithm, designed with a unique pseudo-code tailored to the specific application. This model 
demonstrated that the DEA algorithm outperformed other competing algorithms in solving the 
optimization problem. Although SDN-based approaches have been suggested for efficient path 
selection in WSNs, they still face challenges related to exploration and exploitation. Torkzadeh et 
al.  [32] presents SD-IoAV used MATLAB, a composite architecture designed to integrate SDN 
with the Internet of Autonomous Vehicles (IoAV). Because of the geographical dispersion of IoAV, 
this integration presents significant challenges. To manage the underlying communications 
efficiently, multiple SDN controllers have been installed throughout widely distributed SDN 
domains. Simulations conducted in MATLAB indicate that the suggested approach effectively 
manages energy.  

Emulation, unlike simulations, is a cost-effective way to run real code under genuine 
communicating and computing conditions. A network emulator, especially Mininet, provide a 
virtual network in which developers and network engineers can simulate multiple network 
circumstances and configurations without requiring physical hardware. This enables extensive 
testing, troubleshooting, and optimisation of network configurations and software applications 
prior to installation in real-world conditions. Mininet has gained significant attention due to its 
capability to emulate Software-Defined Networking (SDN) environments realistically, making it an 
ideal tool for testing energy-efficient algorithms in real-time and identifying the most effective 
SDN routing strategies. A software-defined data centre (SDDC) and a mininet were used by Son et 
al. [33] suggested segment-routing-based energy-aware routing technique. By optimising link 
utilisation and preserving link residual capacity, the method seeks to maximise throughput. The 
findings showed that, in comparison to the highest segment label depth, the segment label stack's 
length decreased. The analysis was carried out by contrasting other current techniques in a single-
controller established with the energy-aware routing method in an environment with multiple 
controllers. Based on their investigation of traffic-related energy consumption, Kaur et al. [34] 
proposed a framework for attaining energy conservation in Software-Defined Networks (SDNs). 
To solve the energy efficiency issue related to traffic stabilisation, author created an IP-based 
model using Mininet. Furthermore, they suggested a heuristic algorithm intended to maximise 
network efficiency and traffic flow. In order to lower consumption of energy in SDN-based data 
centres, Aslam et al. [35] concentrated on increasing network efficiency by utilising the Software-
defined Networking (SDN) elastic tree framework. Research aimed to enhance existing 
optimization techniques within the elastic tree model while introducing new factors, such as power 
control mechanisms informed by traffic pattern analysis.  

A virtual data center network is developed using the Mininet emulator [36], enabling the 
simulation of real-world conditions. In order to optimise network efficiency and energy 
consumption, the optimiser incorporates a Floodlight controller that monitors traffic flow and is 
designed using multiple models. The ONOS controller, a sleep mode technique, and the Mininet 
are used in this study to simulate a fat-tree topology. Network performance is assessed in a number 
of scenarios using mininets. By utilising the sleep mode feature of SDN with a bioinspired 
technique called TPSMA (the Territorial Predator Scent Marking Algorithm), the research aims to 
create an energy-saving plan for data centres. While increasing network performance and 
efficiency, this strategy seeks to lower energy consumption. 

 
3. Materials and Methods 

In this research, we will explore the use of sleep mode in software-defined networks (SDN) to 
cut down on data centres' energy usage, addressing the environmental impact of increasing traffic. 
We will integrate a metaheuristic algorithm into the SDN controller within a Fat Tree architecture 
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for efficient bandwidth monitoring, sleep decisions, and path selection. Additionally, we will 
conduct performance evaluations through Mininet emulation, comparing the results with 
traditional methods. This approach aims to reduce energy usage while maintaining optimal 
network performance.  
 
3.1. Step 1: A Conceptual Design and Implementation of Sleep Mode in Software Defined Network Data Center 
SDN-DC 

Due to the complexity of connections in the real-world network, we propose a hybrid energy 
efficiency approach in SDN that combines the key benefits of traffic-aware sleep mode and dynamic 
load balancing to achieve energy-efficient and performance-aware network operation. In this 
strategy, switches/ nodes that are not being used or are underutilized can be put into sleep mode, 
while the remaining resources can be used for load balancing and this will lead to energy efficient. 
More specifically, to lower total power consumption, we employ particular network topological 
features like fat tree structures using TPSMA as well as traffic engineering solutions. SDN 
controllers and switches have two modes: sleep mode and wake mode. Switches and controllers use 
the most energy when in wake-up mode. Additionally, they consume a minimum of energy when 
they are in sleep mode. Since it requires some time to connect and establish the traffic when 
turning the controller or switch on from the off mode, the idle switch or controller may choose to 
sleep instead of shutting off. In SDN-DC, sleep mode is therefore the best option. 

In data center SDN traffic aware energy-efficient routing techniques are classified according to 
the power saving characteristics they rely on and the topology architecture they use. Energy-
efficient strategies can be categorised as basic or customised to a specific network architecture, 
depending on the SDN topology assumption. The major objective in sleep mode technique to turn 
off unused switches and redirect the traffic to the active switch, thus will enhance the performance 
and QoS in SDN. Energy efficiency in SDN-DC is divided into three categories: energy of switches, 
links, and controllers. Shang et al. [10] worked on SDN load distribution to improve the energy of 
the SDN and the controllers. To solve the energy problem, the author implemented EERAS 
Energy Efficiency Routing Algorithm Solution, and model the energy efficiency based on packet 
flow as follows:       
                        

E = n ∑ i=1 (e1i ∗ Eswi + e2i ∗ Eci + e3i ∗ L) + Elink 
 

where Eswi is the switch energy, Eci controller energy, and E link is the link energy, packet 
queue caused by L the latency, and eli which is a constant from the simulation represent the energy 
coefficient for switch i, e2i is energy coefficient for controller i, e3i is the energy coefficient related 
to latency. In SDN data center the biggest part of the consumed energy is from the switches and 
links of the SDN, the energy of each DC component such as controller, switch and link and each 
part is based on packet flow. In this work we focus on the energy efficiency in SDN, we define our 
topology as undirected graph G = (N; L), where N is the network's node set consisting of the two 
sets the host set H and the set S for SDN switches, thus, N = H, S, and L indicates the set of links 
connecting with each node N in fat tree topology, D represents the traffic demand between the 
SDN hosts. E known as energy used in the network, T is given time per each network activity. 
 
3.2. Step 2:  Mininet Emulation Study for SDN Fat Tree Sleep Mode 

Mininet is a network emulator that lets researchers and engineers build and test virtual networks 
upon a single machine. Mininet supports a variety of topologies for representing different network 
layouts [43]. To emulate SDN software defined network fat tree topology with sleep mode in 
Mininet, first we create fat-tree topology, second we implement sleep mode technique which saves 
energy by turning off / minimising the power of idle network components. Fat-Tree topologies are 
widely used in data centres due to their ability to scale and fault tolerance Figure. 1, illustrate the. It 
is composed of three layers: core, aggregation and edge layer. Each layer has a set of switches, and the 
network is designed to provide multiple paths for data between hosts, which is important for load 



8960 

 

 
Edelweiss Applied Science and Technology 
ISSN: 2576-8484 

Vol. 8, No. 6: 8956-8967, 2024 
DOI: 10.55214/25768484.v8i6.3921 
© 2024 by the authors; licensee Learning Gate 

 

balancing and redundancy. To set up the Mininet, first we install the virtual machine VM, a virtual 
machines describes a software emulation of an actual computer that runs the same operating system 
along with apps as the real machine. It enables multiple VMs to run on the same physical host, 
sharing resources such as memory, CPU, and storage whereas remaining isolated from one another. 
Virtual machines VMs have become popular for server merging, testing applications, and running 
multiple operating systems on identical hardware. Secondly we install Mininet, and ensure the 
required dependencies and tools, such as OpenFlow and ONOS controller. We create a custom fat tree 
topology using a python script. This script will specify the number of pods, switch links, and host 
connections. Fat tree topology with k pods consists of (k/2) ^2 core switches. k pods, each with (k/2) 
aggregation switches and (k/2) edge switches. Each edge switch connects to (k/2) hosts. from 
mininet.topo import topo file class fat tree topo (Topo): Mininet example for emulating fat tree 
topology using python script as follows:  
 
def build(self, k=4): 
core_switches = [] 
agg_switches = [] 
# Create aggregation and edge switches, and hosts 
for pod in range(k): 
agg_switches.append([]) 
edge_switches.append([]) 
for i in range(k // 2): 
agg_switch = self.addSwitch(f'a{pod}_{i+1}') 
# Connect edge switches to hosts                 
for j in range(k // 2): 
host =   self.addHost(f'h{pod}_{i}_{j+1}') 
self.addLink(edge_switch, host) 
 
 

 
Figure 1. 
Fat tree network. 

 
3.3. Step 3: Traffic Model 

In this study, we simulate the traffic of an SDN-based data center using the Iperf tool. To 
begin, we measure bandwidth utilization by generating UDP traffic in Mininet. The proposed 
method is applied to analyze network performance, where we create traffic loops in each pod 
between various hosts, such as from h1 to h4, followed by h5 to h8, h9 to h12, and h13 to h16, 
based on the total number of hosts. Each switch or node's bandwidth utilization is assessed 
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according to our experimental approach. After completing the UDP traffic tests, we generate 
TCP traffic same scenario in order to evaluate the throughput of the SDN-DC. The results 
obtained from the TCP traffic tests provide insights into the overall performance of the data 
center in terms of throughput, offering a comprehensive view of its capabilities under different 
traffic loads. 
 
3.4. Step 4: Algorithm Implementation 

This This section presents the implementation of a sleep mode algorithm in an SDN fat-tree 
topology and provides an overview of the evaluation environment used in the study. The Mininet 
emulator was employed to simulate a Fat-Tree topology. A k=4 Fat-Tree network with 20 
switches and 16 hosts was constructed using ONOS controller version 2.5.1 and Open vSwitch 
(OVS) with OpenFlow version 1.3. To generate UDP and TCP traffic in the SDN environment, 
the Iperf tool was utilized. The Mininet tests were conducted with the ONOS controller using 
the OpenFlow protocol on an Ubuntu host. Bandwidth utilization and latency were used as 
performance indicators, and energy efficiency was measured in Mininet. This study compares the 
proposed technique with Dijkstra's method to evaluate the solution. First we implement the sleep 
mode algorithm, and next we generate the traffic using Iperf tool. 
Algorithm 1: Sleep Mode  
Initializing the network elements 
G is network graph, N is the network nodes, S is the network switches 
C is the network controller 
C distribute the traffic 
Monitor switch status and put in sleep mode if traffic is light 
for switch in S: 
traffic = C.get_switch_traffic(switch) 
    if traffic < traffic_threshold: 
C.set_switch_sleep_mode(switch) 
    else: 
C.set_switch_active_mode(switch) 
Calculate energy consumption and total energy 
for switch in S: 
status = C.get_switch_status(switch) 
total_energy += C.calculate_switch_energy(switch, status) 
Calculate optimal routing paths for each node 
for node in N: 
optimal_path = C.compute_routing_path(node) 
C.update_routing_table(node, optimal_path) 
Calculate average energy usage over time T 
energy_data 
for t in range(T): 
energy_data.append (total_energy) 
avg_energy = sum(energy_data) / len(energy_data) 
Log and return energy consumption 
C.log_energy_usage(avg_energy) 
return avg_energy 
end if 
end for 

The software-defined networking SDN framework is made up of three different layers: data 
plane, the control plane, and the application layer, which are all linked together via flow tables 
and OpenFlow APIs. The application layer, or API, is an open domain in which new applications 
can be created using extensive network information. The control layer in an SDN network 
makes decisions by forwarding info through switches with southbound APIs to applications and 
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organisational policies above via northbound APIs. The sleep mode technique is utilised at the 
control layer to help the controller identify nodes alongside the least traffic, put them to sleep, 
and reroute incoming data packets towards the next active node during the matching phase. In 
SDN-based Fat Tree network, path selection is controlled by the SDN controller, which also 
manages switches entering sleep mode for energy efficiency. When a switch is placed in sleep 
mode, it stops participating in traffic forwarding to save power. The controller monitors the 
network and ensures that data is routed around switches that are in sleep mode. Instead of using 
the sleep-mode switches in the routing path, the controller reconfigures the flow tables to route 
traffic through other active, awake switches following the SDN routing. This ensures that the 
network operates efficiently, with minimal energy consumption, while maintaining traffic flow by 
avoiding sleep-mode devices. 

 
4. Results and Discussion 

We evaluated the proposed method by measuring the bandwidth utilization, the traffic generated 
through the Iperf tool in Mininet, applying the proposed method for performance analysis. The results 
indicate that the SDN data center's performance improved in terms of bandwidth utilization, average 
delay, and energy efficiency. This section presents the findings from the Mininet emulator when all 
hosts are active. 
 
4.1.  Bandwidth 

From the bandwidth utilization result we can see the bandwidth increasing while the number of 
devices increase with sleep mode method. Figure. 2 Illustrate the bandwidth utilization versus hosts, in 
compare with Dijkstra’s utilization, from the result sleep mode outperformed Dijkstra’s method. percent. 
 

 
Figure 2. 
Bandwidth versus hosts. 

4.2. Throughput 
From Figure. 3, the result indicates the throughput results using TCP traffic with SDN data 

centre, result demonstrate the difference between Dijkstra's and sleep mode techniques. The sleep 
mode technique improves SDN-DC traffic performance efficiency by increasing throughput and 
improving the outcome as compared to the Dijkstra algorithm. 
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Figure 3. 
Throughput versus hosts. 

 
4.3. Energy Efficiency 

From the result in Figure 4, the result of energy illustrates the enhancement in the usage of 
energy as the traffic demand grow and when compared to Dijkstra's algorithm, the proposed sleep 
mode method has a significant improvement in energy efficiency versus traffic demand. The proposed 
method efficiently decreases the energy use about 45% resulting from pathfinding computations 
through the implementation of sleep mode as a novel strategies and optimisations method.  
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Figure 4. 
Energy efficiency versus traffic load. 

 
 

 
Figure 5. 
Energy efficiency versus hosts. 

 
From Figure. 5, Illustrate the Energy versus hosts, as we can see the energy increases while hosts 

increased, as compared to the Dijkstra’s algorithm. sleep mode outperforms Dijkstra’s Figure.6, 
Illustrate the sleep mode versus Dijkstra’s, result indicate the sleep mode saved up to 40% more 
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energy efficient improved as compare with Djikstra’s, thus the proposed sleep mode method offers 
significant potential for achieving good energy efficiency in various applications. By intelligently 
managing the power consumption of electronic devices during idle or low activity periods, this 
method helps to reduce overall energy consumption and network performance as it is increases the 
performance parameters factors. The sleep mode method leverages the principles of power 
management and load balancing with the smart meta heuristic algorithms to determine the optimal 
times and conditions for transitioning devices into sleep mode state. 
 

 
Figure 6. 
Energy efficiency in sleep mode versus Dijkstra. 

 
5. Conclusion 

The proposed method demonstrates a remarkable improvement in energy efficiency. Compared to 
Dijkstra's algorithm, it significantly reduces the energy consumption associated with pathfinding 
computations through the integration of novel strategies and optimizations. This approach not only 
lowers overall energy usage but also enhances network performance without sacrificing the accuracy 
or quality of the pathfinding solution. An essential aspect of this research is the use of Mininet, a 
versatile network emulator that enables the simulation of large-scale network topologies, such as data 
centers, in a highly controlled environment. By utilizing Mininet, the proposed method can be 
rigorously tested and analyzed in a realistic, yet flexible, setting. This ensures that the improvements 
in energy efficiency and network performance are thoroughly validated before practical 
implementation. Overall, this advancement not only promotes a more sustainable and eco-friendly 
approach but also offers significant cost savings in energy-intensive applications. As a result, the 
proposed method represents a major leap forward in pathfinding algorithms, outperforming the 
conventional Dijkstra's algorithm in terms of energy efficiency. 
 
6. Recommendation 

Further studies should focus on improving energy efficiency at a larger scale using Mininet. To 
address the challenges of traffic load and network efficiency, it would be beneficial to explore 
advanced solutions such as dynamic load balancing, traffic prediction algorithms, and more 
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sophisticated sleep mode strategies. These approaches could optimize resource utilization and 
reduce energy consumption while improving the general performance of massive data centre 
networks. 
 
Copyright:  
© 2024 by the authors. This article is an open access article distributed under the terms and conditions 
of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/). 
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