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Abstract: Modern data centers increasingly rely on Software-Defined Networking (SDN) to address 
challenges related to scalability, performance, and efficient resource management. This research 
investigates the scalability and performance optimization of fat-tree topology within SDN 
environments, focusing on the impact of a sleep mode technique on network efficiency and energy 
consumption. Using the Mininet emulator, an 8-pod fat-tree network is simulated and compared against 
traditional routing methods like Equal-Cost Multi-Path (ECMP) and Dijkstra’s algorithm. The findings 
show that the sleep mode technique improves bandwidth utilization and throughput by reducing energy 
consumption during low-traffic periods without significantly affecting data flow. In contrast, Dijkstra’s 
algorithm exhibited reduced throughput due to inefficient path management, while ECMP did not fully 
optimize load balancing or energy efficiency. The sleep mode approach efficiently redistributes traffic 
across active switches, preventing congestion and outperforming both Dijkstra and ECMP in terms of 
average load. The results demonstrate that implementing sleep mode in fat-tree SDN networks 
enhances both network performance and energy efficiency, offering a practical solution for large-scale 
data center operations. These findings provide valuable insights for optimizing SDN-based traffic 
management in modern network infrastructures. 
Keywords: 8-pod Fat Tree, Modern Data Centers, Scalability, Sleep Mode, Software-Defined Networking (SDN). 

 
1. Introduction  

In recent years, Software-Defined Networking (SDN) has emerged as a revolutionary approach 
to network management, enabling centralized control, flexibility, and automation. SDN decouples 
the control plane from the data plane, offering network administrators the ability to program and 
dynamically manage network behavior via software applications [1-5]. This has led to improved 
network efficiency, scalability, and fault tolerance, particularly in large-scale data center networks. 
One of the most widely adopted network topologies in modern data centers is the fat tree, which 
provides scalable, fault-tolerant, and efficient communication patterns for large numbers of hosts. 
The integration of SDN with the fat tree topology can significantly enhance the performance of 
data centers by enabling dynamic traffic management and resource allocation, addressing the 
challenges posed by high traffic loads and network congestion. 

The 8-pod fat tree topology is a scaled-up extension of the 4-pod fat tree architecture used in 
data centers, where the network is divided into multiple pods [6, 7] each containing access, 
aggregation, and core switches. This hierarchical structure ensures that there are multiple paths 
between any two nodes in the network, offering high fault tolerance and efficient traffic distribution 
[8, 9]. The 8-pod fat tree refers to a k=8 network composed of 8 pods, each with 2 switches in the 
access layer and 2 switches in the aggregation layer linked to 4 core switches [10-12]. Further 
scaling up of the fat tree is possible to fit large-scale data centers that have multiple hosts and 
massive traffic. The design ensures that the fat tree has efficient load balancing, fault tolerance, and 
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performance optimization of the network, hence being specifically fit for a high-demand 
environment [13-15]. The topology also facilitates load balancing and fault tolerance through its 
redundant paths, ensuring that network performance remains resilient even in the event of switch 
or link failures. 

Mininet, a widely used network emulator, provides an ideal environment for simulating and 
testing SDN-based networks like the 8-pod fat tree topology [16-19]. By enabling the creation of 
virtual networks with real OpenFlow switches, Mininet allows researchers and practitioners to 
experiment with SDN controllers, such as ONOS controller and OpenFlow protocol to manage the 
flow of traffic and control network behavior. Mininet's ability to scale from small topologies to 
large-scale, complex networks makes it a valuable tool for evaluating SDN protocols and testing 
network optimization techniques, such as load balancing, traffic engineering, and fault tolerance. 

One of the key benefits of combining SDN with an 8-pod fat tree topology is the ability to 
dynamically control traffic paths through the network. SDN controllers can use protocols such as 
OpenFlow to adjust the flow tables in real-time, enabling efficient routing of data and minimizing 
network congestion. By dynamically selecting paths based on network conditions, such as 
congestion or link failure, SDN allows for more flexible and efficient traffic management compared 
to traditional network protocols like Spanning Tree Protocol or Routing Information Protocol. 
This can significantly reduce packet loss and latency while improving overall throughput, 
especially in environments with fluctuating traffic loads. 

This article presents an in-depth analysis of the 8-pod fat tree topology within an SDN 
framework, using Mininet as the simulation platform. The primary focus is on the design, 
implementation, and evaluation of SDN-driven traffic management techniques in an 8-pod fat tree 
network. Using the SDN controller, the paper explores how dynamic traffic management, load 
balancing, and fault tolerance can be implemented to optimize network performance. Additionally, 
the potential role of energy-saving techniques like sleep mode is briefly discussed, although it 
remains a secondary consideration to the primary analysis of SDN-based performance 
improvements. 

 
2. Literature Review 

Traffic management and energy efficiency has become a critical consideration in modern data 
center networks, where large numbers of switches and links contribute to significant power 
consumption. Techniques such as sleep mode have been proposed as a means of optimizing energy 
usage in SDN-enabled networks. By turning off or putting idle network components (such as 
switches or links) into low-power states during periods of low traffic [20-22] data centers can 
reduce their overall energy consumption without sacrificing performance, it represents an 
important optimization that can be integrated into SDN networks to improve energy efficiency, 
particularly in large-scale, high-density topologies like the fat tree. 

Fat tree with 8-pod k-array topology is a highly scalable, fault-tolerant network architecture 
often used in modern data centers to optimize traffic management and ensure high bandwidth 
availability [23, 24]. Based on the k-ary fat tree model, where k=8, the network consists of 8-pods, 
each comprising access, aggregation, and core switches. This hierarchical structure provides 
redundancy and multiple paths for data, ensuring high availability and preventing congestion, 
crucial for large-scale SDN environments. The fat tree network design allows for effective load 
balancing and fault tolerance, as traffic can be dynamically rerouted in case of link or switch 
failures. Additionally, SDN controllers like OpenFlow can leverage the topology's redundancy for 
real-time traffic optimization, balancing load and avoiding network bottlenecks. 

In SDN, the controller manages the flow of data by programming flow tables in the switches, 
dynamically adjusting routes to ensure optimal performance based on metrics like latency, 
throughput, and link utilization [25].  The ability of SDN to react to network conditions in real 
time enhances the scalability and resilience of the 8-pod fat tree topology, making it ideal for 
modern data center environments. The use of SDN allows for dynamic path management, 
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enhancing network performance while enabling energy-saving strategies such as sleep mode to 
minimize power consumption during periods of low traffic demand. 

Mininet was chosen for testing the 8-pod fat tree topology due to its lightweight, flexible, and 
cost-effective nature. It allows for the creation of virtual networks, simulating the fat tree structure 
with the required number of pods, switches, and hosts. The virtual environment enables efficient 
experimentation with SDN configurations and performance metrics, providing valuable insights 
without the need for extensive physical infrastructure [26].   

Recent works have explored various aspects of SDN in fat tree topologies, particularly in 
relation to traffic engineering, fault tolerance, and energy efficiency. Al-Fares, et al. [27] for 
instance, introduced the fat tree topology as a scalable and fault-tolerant architecture suitable for 
data centers. Research work by Jin, et al. [28] and Kumari, et al. [29] extended this work by 
showing how SDN can improve traffic engineering and load balancing in fat tree networks, 
enhancing both resource utilization and network performance. Energy efficiency issues were 
investigated by Zhang, et al. [30] and Cheng, et al. [31] using sleep mode in SDN that deactivate 
switches and reduce power usage during off-peak hours without compromising network reliability. 
Several studies have demonstrated the energy-saving potential such as Safa, et al. [32] where the 
study utilized SDN-enabled sleep mode techniques in fat tree networks. Work in Hassan, et al. 
[33] developed frameworks that dynamically adjust the operational state of switches, ensuring 
energy efficiency without affecting performance. A comprehensive model for optimizing energy 
usage in 8-pod fat tree topologies is presented in Sood and Sood [34] while Alizadeh, et al. [35] 
proposed hybrid SDN architectures combining traditional and SDN-based approaches to optimize 
both performance and energy consumption. 

Further research has focused on the scalability of SDN-based 8-pod fat tree networks. Zhang, 
et al. [36] showed how SDN controllers can manage energy-saving algorithms to reduce power 
usage during low-traffic periods. Similarly, work in Ghorbani, et al. [37] and Michelogiannakis, et 
al. [38] proposed dynamic power management strategies, leveraging real-time traffic conditions to 
reduce energy consumption in large-scale data centers. These studies highlight how SDN’s 
programmability allows for fine-grained control over energy optimization, enabling significant 
reductions in the network's overall power footprint. The integration of SDN's flexibility with sleep 
mode techniques is gaining recognition as a promising solution for achieving both high 
performance and energy efficiency in large-scale data center networks.  

 Dynamic routing methods like Open Shortest Path First (OSPF) within SDN were studied by 
Rego, et al. [39]. When comparing SDN with traditional networks, the study highlighted 
improvements in network characteristics such as arrival rate, round-trip time, and QoS. Although 
OSPF in SDN did not achieve the same performance as conventional networks, it still led to 
relatively better QoS performance. In Dobrijevic, et al. [40] an SDN architecture in a smart 
factory’s network was proposed, offering adaptable data flow management during system failures. 
Another study by Haile and Zhang [41] examined data center load balancing through four distinct 
scenarios and focusing on queue variations over time to improve QoS. The results showed 
increased bandwidth and throughput but with a rise in latency. 

 Pang, et al. [42] introduced the Horizon model, which enhances SDN’s QoS by using a 
Markov method to predict link usage and monitor network activity. The findings indicated that 
Horizon reduces traffic delays in data centers to meet QoS requirements, although it doubled 
SDN’s delay time. Additionally, Huang [43] employed Ternary Content Addressable Memory 
(TCAM) to handle user requests, with less emphasis on QoS. Multicast and unicast requests were 
used to improve throughput. 

Recent studies have also explored bio-inspired algorithms. Researchers in Lv, et al. [44] 
extensively examined how bio-inspired techniques can be applied in SDN controllers. Another 
notable approach by Ammal and Chandra [45] suggested ant colony optimization for optimizing 
flow route discovery in SDN networks, particularly for multimedia services. In Ammal, et al. [46] 
a bio-inspired algorithm was proposed combining smell-sensing agents and Dijkstra’s algorithm, 
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inspired by the scent detection abilities of dogs. This approach enhances the optimization of 
network paths. Similarly, Sabr, et al. [47] proposed a bio-inspired method for optimizing traffic 
engineering in an Internet-of-Vehicles environment using an SDN controller. The researchers 
applied the artificial bee colony algorithm to perform intelligent traffic management in dynamically 
configured networks. The results showed that the artificial bee colony approach outperformed 
other methods. 

This research expands on existing studies by exploring the application of sleep mode in a large-
scale fat tree network, i.e. 8-pod fat tree SDN topology, focusing on optimizing energy 
consumption through sleep mode strategies using a bio-inspired metaheuristic technique. The goal 
is to offer sustainable solutions for modern data center environments. 
 
3. Materials and Methods 

In this study, we investigate the potential of utilizing sleep mode in SDN to reduce energy 
consumption in large-scale data centers. Specifically, we explore its integration within the 8-pod fat 
tree topology, a hierarchical network structure known for its scalability and fault tolerance. By 
incorporating sleep mode algorithm into large scale 8-pods fat tree SDN data center, we aim to 
optimize bandwidth monitoring, sleep mode decisions, and path selection, ensuring that energy 
consumption is minimized without compromising network performance. The performance of this 
approach is evaluated through Mininet emulation, where we compare the results to traditional 
routing techniques such as Equal-Cost Multi-Path (ECMP) and Dijkstra's algorithm.  
 
3.1. Step 1: Network Design and Implementation 

This section details the implementation of the 8-pod fat tree topology in Mininet for simulating 
an SDN-enabled data center network. The fat tree is a scalable, fault-tolerant clos network 
comprising three hierarchical layers: access, aggregation, and core. In the 8-pod configuration, each 
pod includes access switches, aggregation switches, and core switches, all interconnected to provide 
efficient traffic management and fault tolerance. Mininet emulates this topology, with SDN 
controllers such as OpenFlow or ONOS managing traffic flow and routing decisions across the 
network. Each switch, whether access, aggregation, or core, is programmed with flow tables that 
specify how incoming packets are processed based on packet headers like IP or VLAN IDs.  

The emulation experiment was conducted using an 8-pods large scale fat-tree topology with the 
SDN ONOS controller. The network was built using low-cost commodity Ethernet switches. In a k-ary 
fat-tree network, the topology consists of k pods, with each pod containing two layers of switches. Each 
switch has k ports, where the edge layer of each switch connects to hosts, while the remaining ports link 
to aggregation layer switches. At the core of the network, core switches are connected to the 
aggregation layer switches, forming the central layer of the structure which is then connected to the 
edge switches and hosts as depicted in Figure 1.  
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Figure 1.  
Fat Tree Network when K= 8-pods. 

 
3.2. Step 2:  Integrating Mininet with Sleep Mode Implementation in Large-Scale Fat Tree Networks 

Mininet integrates with the SDN through the OpenFlow and ONOS controller to manage 
network flows, optimize routing, and monitor performance. OpenFlow enables the SDN controller 
to remotely program switch flow tables for dynamic traffic management. In this research, we use 
OpenFlow 1.3 to control the flow tables in the 8-pod fat tree topology. When a packet arrives at a 
switch, the switch checks its flow table. If no matching entry is found, the switch sends a packet-in 
message to the controller, which computes the action and installs the flow entry. We use the 
ONOS controller, ideal for managing large-scale networks, which supports distributed control and 
high availability. ONOS provides centralized network visibility and real-time traffic control via 
OpenFlow.  

The ONOS controller handles the flow table configuration, dynamic path calculation, and load 
balancing. This setup allows for real-time traffic management and performance testing in the 8-pod 
fat tree topology. Energy efficiency is also considered, with sleep mode techniques to reduce power 
consumption. The SDN controller can dynamically manage sleep mode by monitoring traffic 
patterns and directing switches to low-power states during low traffic periods, optimizing energy 
use without compromising performance. This approach, combining SDN flexibility with the 
scalable fat tree architecture, enables efficient traffic management and network optimization in 
large-scale data center networks.  

The sleep mode framework in an SDN-enabled data center (SDN-DC) uses a metaheuristic 
sleep mode technique.  This framework has two key phases: marking and matching. In the marking 
phase, the SDN controller monitors the fat tree network, identifying switches with low traffic and 
marking them as sleep candidates. These switches are then considered for sleep mode. In the 
matching phase, the controller evaluates the marked switches and reroutes traffic to the best 
available active path based on current traffic conditions. The SDN architecture, consisting of the 
application, control, and data planes, enables this process. The control plane uses OpenFlow APIs 
to manage flow tables and make decisions about sleep mode activation and traffic rerouting, 
optimizing energy efficiency while maintaining network performance.  
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The sleep mode algorithm within an SDN-enabled data center uses a metaheuristic approach, 
where the SDN controller C dynamically manages network switches S based on traffic conditions 
and energy level. Figure 2 provides the pseudocode for implementing this algorithm, utilizing the 
concept of sleep mode for energy conservation. Controller C monitors traffic on each switch S in 
the network. If traffic on a switch is low, the controller designates the switch as a sleep candidate 
and activates sleep mode, while tracking its energy consumption.  

In sleep mode, incoming packets are redirected to neighboring active switches. For active 
switches, packets are forwarded as usual, and energy consumption is calculated for both forwarding 
and redirection. The controller periodically recalculates the optimal routing based on traffic 
patterns and ensures packet rerouting through active paths when a switch is asleep. Over a set 
period T, the controller computes the average energy consumption, E, for the network to evaluate 
energy efficiency. This data provides an energy efficiency metric, reflecting the success of the sleep 
mode strategy in reducing power usage. The system continues to operate with periodic updates to 
sleep mode decisions based on network traffic changes.  
For each switch S in network graph G: 
 

 
Figure 2.  
The Metaheuristic Sleep Mode Algorithm. 

 
3.3. Step 3: Modeling Analysis 

To emulate the SDN fat tree topology with sleep mode in Mininet, firstly we created the fat-tree 
topology, and secondly, we implemented the sleep mode algorithm. The network and algorithm model 
analysis were conducted on an Ubuntu 14.04 system with the ONOS controller running in a VirtualBox 
environment.  The host machine used for the simulation is equipped with an Intel Core i7 -8565U CPU 
(1.80 GHz) and 16 GB of RAM. To evaluate the proposed sleep mode strategy, a k=8 fat tree network 
was created, consisting of 32 switches and 32 hosts. The network was controlled by ONOS version 
2.5.1, using Open vSwitch (OVS) with OpenFlow 1.3, and traffic was generated using the Iperf tool to 
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simulate TCP and UDP traffic. During the simulation, key SDN network metrics such as throughput, 
bandwidth utilization, link usage, and latency were monitored. Connectivity between data center hosts 
was analyzed while the controller interacted with the Mininet topology. Wireshark, a network protocol 
analyzer, was used to capture and examine network packets in real time.  

 
4. Results and Discussion 

The effectiveness of the proposed method was assessed by analyzing the performance metrics which 
are the throughput, bandwidth utilization, energy efficiency and average load. The results indicate 
significant improvements in the SDN-DC, particularly in throughput, bandwidth, average delay, and 
energy savings. This following sub-sections present the outcomes of the emulations conducted with the 
8-pod fat tree topology in Mininet. 
 
4.1. Throughput 

Throughput is a crucial metric that measures the network’s ability to efficiently handle data traffic. 
In large-scale data centers, maintaining high throughput is vital to meet the demands of diverse 
applications, particularly in high-traffic scenarios. Figure 3 presents a comparison of throughput 
between the sleep mode strategy and the ECMP technique, highlighting the impact of our method on 
network efficiency. Figure 3 shows that our proposed sleep mode technique outperforms the ECMP 
technique, in maximizing throughput, especially under heavy traffic. While ECMP balances traffic 
across multiple paths, it lacks the fine-grained optimization that the sleep mode provides, resulting in 
lower throughput as the network scales. In contrast, our method efficiently manages traffic flows, 
ensuring higher throughput and better load distribution in large-scale data centers. Additionally, a 
comparison with Dijkstra’s algorithm Figure 4 highlights the advantages of our approach. While 
Dijkstra excels at shortest-path routing, it struggles to maintain high throughput in large networks like 
the 8-pod fat-tree topology. The sleep mode method, on the other hand, adapts dynamically to traffic 
conditions, optimizing throughput as the network size and traffic volume grow. Figure 4, illustrates the 
throughput measurements of sleep mode versus Dijkstra method. 
 

 
Figure 3. 
Throughput of sleep mode versus ECMP. 
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Figure 4. 
Throughput of Sleep Mode versus Djikstra  

 
4.2. Bandwidth Utilization 

Figure 5 depicts the results of bandwidth utilization with the 8-pod fat-tree network configuration. 
The Mininet 8-pod fat-tree network environment provides an ideal testing ground for understanding 
how different traffic management algorithms perform under increased network demands. In this case we 
see that traffic management via sleep mode improves the bandwidth utilization in the network. This 
enhancement is critical for large data centers where efficient bandwidth utilization is essential for 
supporting diverse applications. 
 

 
Figure 5. 
Bandwidth utilization using sleep mode versus ECMP. 
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In Figure 6, a comparison of the metaheuristic sleep mode technique with Dijkstra's algorithm 
further highlights the advantages of the sleep mode method. The sleep mode approach consistently 
delivered better bandwidth utilization performance, particularly in large-scale data centers, where 
Dijkstra struggled with scalability. 
 

 
Figure 6. 
Bandwidth Utilization Using Sleep Mode versus Dijkstra 

 
4.3. Energy Efficiency 

As illustrated in Figure 7, the sleep mode technique demonstrates far greater energy efficiency 
compared to ECMP. This is achieved by minimizing unnecessary active network components, allowing 
only the required ones to operate, and optimizing traffic flow effectively. Consequently, energy 
consumption is reduced, leading to lower operational costs and promoting a more sustainable SDN-
based data center.  Figure 8 demonstrates the energy consumptions of 8-pods fat tree sleep mode 
compared with the Dijkstra’s method. The results showed that the sleep mode consumes less energy 
under different traffic loads compared to Dijkstra’s.  
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Figure 7. 
Bandwidth of sleep mode versus ECMP. 

 
4.4. Average Load 

In this experiment, we used Wireshark to monitor and measure the average load on nodes, 
capturing network traffic between hosts within the 8-pod fat-tree topology. We analyzed the traffic 
flows comparing results with and without the implementation of the sleep mode routing algorithm. 
Figure 9 shows the average load over time, illustrating the impact of sleep mode on network efficiency 
that outperformed the ECMP and Dijkstra’s methods respectively. 
 

 
Figure 8. 
Average load versus time. 
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5. Conclusion 
In this study, we explore the scalability of fat tree topology, which features a hierarchical structure 

of access, aggregation, and core switches. Using the Mininet emulator, we simulate and evaluate the 
performance of an 8-pod fat tree network. The performance of the 8-pod fat tree SDN network with the 
sleep mode technique was compared to traditional routing methods: ECMP and Dijkstra’s algorithm. 
The sleep mode strategy resulted in improved bandwidth utilization and throughput, as switches in 
sleep mode reduced energy consumption without significantly affecting data flow. In contrast, Dijkstra 
showed reduced throughput due to less efficient path management, and ECMP did not fully optimize 
throughput or load balancing during low-traffic periods. Regarding average load, the sleep mode 
technique outperformed both Dijkstra and ECMP by efficiently redistributing traffic across active 
switches, preventing congestion. While ECMP improved load distribution, it didn’t account for energy -
efficient sleep mode operations, limiting its effectiveness. Overall, the sleep mode strategy enhanced 
both network performance and energy efficiency, outperforming Dijkstra and ECMP in a large-scale 
SDN setup. This article provides a comprehensive analysis of the 8-pod fat-tree topology within an SDN 
framework, utilizing Mininet as the simulation platform. It focuses on the design, implementation, and 
evaluation of SDN-based traffic management techniques in an 8-pod fat-tree network. 
 
6. Recommendation 

This study evaluates the performance of the 8-pod fat tree network using SDN and a sleep mode 
technique. It finds that sleep mode outperforms traditional routing strategies like ECMP and 
Dijkstra’s algorithm in throughput, bandwidth efficiency, and load distribution. The approach 
improves energy efficiency in large-scale data centers. Future work could focus on applying sleep 
mode in diverse real-world conditions, integrating it with energy-efficient hardware, and automating 
its activation. Additionally, further research can explore cross-layer optimizations, multi-tenancy 
support, and the impact on latency. 
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