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Abstract: The widespread use of credit cards has led to an increase in fraud. Credit card fraud detection 
involves identifying and preventing fraudulent transactions, either in real-time or post-occurrence. This 
paper seeks to create an advanced credit card fraud detection model via data mining. The proposed method 
comprises four essential steps: data acquisition, preprocessing, feature selection, and fraud detection. A 
recent balanced dataset is acquired, containing 28 anonymized features about the credit card transactions, 
along with the transaction amount and the transaction label (normal or fraud). The dataset is then 
explored to clean it and ensure its integrity. Feature selection is executed via the Energy Valley 
Optimization (EVO) metaheuristic method, employing the accuracy value of the Light Gradient Boosting 
Machine (LGBM) as the fitness function. This results in a 30% reduction in features. The reduced dataset 
is then input into the classification step, where an ensemble soft voting model is applied. This model 
encompasses Extra Trees, eXtreme Gradient Boosting (XGBoost), and Categorical Boosting (CatBoost) 
classifiers. The proposed model averages the probability of the three classifiers for each label and outputs 
the label with the highest average probability. The proposed method is assessed using recall, precision, 
accuracy, and F1-score, attaining 99.89%, 99.58%, 99.74%, and 99.74%, respectively. The proposed 
approach is evaluated against existing machine learning classifiers and relevant studies using the same 
dataset, showcasing enhanced performance and confirming its efficacy in identifying credit card fraud. 

Keywords: Credit card fraud detection, Energy valley optimization, Ensemble soft voting, XGBoost. 

 
1. Introduction  

A credit card is a plastic card that holds personal information such as the cardholder's name, card 
number, and magnetic chip data, allowing the authorized individual to make purchases. Currently, credit 
card information can be accessed through various means, including automated teller machines, store 
barcode readers, and banks, and it is extensively utilized in online banking systems. Credit cards feature 
a distinct Card Verification Value (CCV) number, essential for security. The confidentiality of the card 
number and the physical security of the card are normally the pillar where the security of creit card rests 
on [1].  

Numerous industries definitley headed toward modifications by E-services to substantially improve 
customer reach [2]. Employing credit cards for purchases was expedited and made simpler by the 
introduction of digital payment methods, like mobile wallets, contactless payments, and online payment 
platforms. Such systems aid in making financial transactions more convienent by providing an easy way 
to make online and in-store purchases [3]. 

The strive of the industry towards technological innovation continuously increased credit card 
acceptability, hence massive growth in credit card transactions has been reported in recent years. 
According to financial research specialist Raynor de Best, 188 billion Visa payment card purchases were 
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made worldwide in 2020 [4]. Figure 1 depicts a surge in credit card transactions related to fraudulent 
activities. Unfortunately, this has translated to huge losses of almost US$32 billion in 2021, an increase 
of about 17% over the previous year [4]. Therefore, this increases in fraudulent activities in credit card 
transactions has gradually presented more difficulties and higher financial costs. 
 

 
Figure 1. 
Fraudulent transaction losses, including past and projected losses. 

 
The main problem in e-commerce transactions is that the physical card and the cardholder are not 

present during the transaction process [2]. This presents a problem for retailers in verifying the 
authenticity of the person making the transaction, thus leaving room for fraudsters. Credit card fraud is 
one of the most common issues faced by consumers, businesses, and financial institutions all over the 
world. It manifests when unauthorized transactions use stolen or compromised credit card information, 
leading to economic losses and inconvenience for the victims [3]. 

To deal with this escalating threat, the domain of Credit Card Fraud Detection (CCFD) [5] has 
emerged as a vital part of modern finance security. Credit card fraud detection refers to the identification 
and prevention of fraudulent credit card transactions either in real-time or post-occurrence. It employs 
data mining methods and machine learning algorithms to look at trends, find out abnormal behavior, and 
identify other characteristics of fraud. The aim is to reduce the financial loss, protect the cardholder, and 
retain the trust and integrity in the payment system. 

This research tends to enhance a CCFD model by adopting data mining and machine learning (ML) 
techniques. The study uses the "Credit Card Fraud Detection Dataset 2023 (CCFD2023)", the most recent 
dataset available. The proposed system can be used in banks to prevent fraudulent transactions and 
approve only legitimate ones. The study has the following contributions: 

• The Energy Valley Optimization (EVO) metaheuristic method is used to identify the most critical 
features for the fraud detection model, hence augmenting model interpretability and optimizing the 
efficiency of the detection process. 

• The accuracy of the Light Gradient Boosting Machine (LGBM) is utilized as the objective function 
for the EVO optimization procedure, enhancing the feature selection results and the model 
robustness. 
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• An ensemble soft voting classification model is developed, integrating Extra Trees, extreme 
Gradient Boosting (XG Boost), and Categorical Boosting (Cat Boost) classifiers. The model's 
efficacy in fraud detection was demonstrated by its 99.74% accuracy. 

• The performance of the proposed system was compared to other standard machine learning models 
and other studies using the same dataset. The results indicated that the proposed system 
outperforms all alternatives. 

The subsequent sections of the paper are structured as follows: The subsequent section examines 
related research that has employed the same dataset. The third section discusses the proposed system 
methodology in detail, incorporating data analysis and exploration, feature selection, and classification. 
The fourth section evaluates the proposed system, compares it with previous ML models, and benchmarks 
the results against other related studies. The final section concludes the study, which also outlines 
prospective future directions. 
 

2. Related Work 
This paper presents the related work on the CCFD2023 dataset for developing the CCFD models 

using ML techniques. The work by Zheng [6] adopted the KNN model in credit card fraud prediction. 
In that work, initial pre-processing was done with repetition and gap testing, data normalizing, and outlier 
identification on the CCFD2023 dataset. After that, the dimensionality reduction procedure was carried 
out with PCA to find the contribution rate of every component to the variance. Then, at what point the 
cumulative contribution rate first exceeded 95%, the number of features was recorded. Lastly, 
classification was done with the KNN model, and from that, the resultant accuracy obtained was 99.41%.  

Iqbal, et al. [7]  came up with a fraud detection model that utilized the CCFD2023 dataset. 
Normalization, cleaning of data, timestamping, and periodic disintegration of patterns were performed. 
They proposed the best statistical method for feature selection for optimum dimensionality reduction. At 
the end, they used DAGMM for classification, which yielded an accuracy of 51.85%. 

Yadav, et al. [8] performed an application of Apache Spark in credit card fraud detection. The high 
performance of the Spark framework enabled fast processing and computation over big data that is kept 
in HDFS format. The monitoring process was done with Prometheus and Grafana: Prometheus collected 
system metrics and stored them; Grafana was used to visualize the analytics. Various experiments have 
been conducted by running different thresholds for logistic regression. These experiments indicated that 
the threshold of 0.6 outperformed the rest. Their overall system achieved 95% accuracy.  

Huang, et al. [9] implemented an LSTM model that featured adaptive mechanisms in the form of an 
Adam optimization method and adaptive regularization method-Dropout. These mechanisms dynamically 
adjusted the learning rates and dropout probabilities. In the LSTM model, attention was added to 
dynamically calculate weights of different features, especially the ones that play a significant role in credit 
fraud. The proposed model was evaluated on the CCFD2023 dataset, which is divided into a 70% training 
set and a 30% test set. It achieves an accuracy of 95% on the test set. 

Eriksson and Jakobsson [10] made a comparison of Python, Scala and Lua for machine learning tasks. 
They used the CCFD2023 dataset to build a fraud detection model and they concluded that Python is the 
best. Apache Spark was used for data processing. Logistic regression and multilayer perceptron neural 
networks were used for classification and the best accuracy of 96.03% and 95.86% were obtained 
respectively. Han, et al. [11] suggested Any Loss which is a confusion matrix based metric translated 
into a loss function. To make the confusion matrix differentiable, an approximation function was used to 
describe the confusion matrix in terms of differentiable elements. To assess their proposed loss function, 
they used it in single-layer and multilayer perceptron networks for classification on the CCFD2023 
dataset. These fraud detection models had the accuracies of 99% and 99.4%, respectively. In each study, 
Table 1 summarizes the related work, showing dimensionality reduction techniques, classification 
methods, and achieved performance. 
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Table 1. 
Summary of the related work using the CCFD2023 dataset, showing dimensionality reduction techniques, classification methods, 
and achieved accuracies. 

Study Dimensionality reduction Classification Accuracy (%) 
Zheng [6] PCA KNN 99.41 

Iqbal, et al. [7] Optimal statistical method DAGMM 51.85 
Yadav, et al. [8] N/A Logistic regression 95 

Huang, et al. [9]  N/A Adaptive attention LSTM 95 
Eriksson and Jakobsson [10] N/A Logistic regression 96.03 

Multilayer perceptron 95.86 
Han, et al. [11]  N/A Single layer perceptron (Anyloss) 99 

Multilayer perceptron (Anyloss) 99.4 

 

3. Materials and Methods 
This section offers a comprehensive explanation of the proposed system. The proposed system has 

four main steps, as shown in Figure 2. In the first step, the CCFD2023 dataset is acquired. The second 
step involves the exploitation and analysis of the dataset, which includes noise handling, feature 
distribution examination, and correlation analysis. Feature selection is performed in the third step using 
the EVO algorithm, optimized by the LGBM accuracy as the objective function. The fourth step is 
classification, which employs an ensemble soft voting model combining the ET, XG Boost, and Cat Boost 
classifiers. When the system processes a transaction, it is classified as normal or fraudulent. If the 
transaction is normal, the system allows it to be executed. However, if the system detects fraud, the 
transaction is blocked, and the bank is notified to take further action. The following subsections provide 
a more detailed discussion of each step. 

 

 
Figure 2. 
The proposed model: Key steps include data acquisition, analysis, feature selection, and classification. 

 

4. Data Acquisition 
Figure 3 shows part of the CCFD2023 dataset [12] comprising 2023 European cardholder credit 

card transactions. The dataset contains 568,630 anonymized records, safeguarding cardholders' 
information while fulfilling its intended function. Each record has 31 columns, including one binary 
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classification column that indicates if the transaction is fraudulent. The columns comprise four key 
features: id, V1-V28, amount, and class. These features are described in Table 2.   
 

 
Figure 3. 
Snapshot of the CCFD2023 dataset showing dataset features and values. 

 
Table 2. 
Description of the  features in the CCFD2023 dataset. 

Feature Description 

Id The identification column serves as the unique identifier for every transaction. 
V1- V28 These columns denote diverse transaction characteristics (including time, location, etc.) via 28 anonymous 

features. 

Amount This column denotes the transaction quantity. 

Class Whether the transaction was fraudulent is indicated by the binary label in the last column (0 for normal 
transactions and 1 for fraud ones). 

 
The dataset is balanced, with an equal number of fraudulent and normal transactions totaling 284315 

records. For faster data processing, the dataset underwent a reduction step, retaining only 5% of the 
records, resulting in a reduced dataset with 28432 records, where each label contains 14216 records. Table 
3 shows this distribution. 

 
Table 3. 
Dataset distribution before and after data reduction. 

Before data reduction After data reduction 

Class Count Class Count 
Fraud 284315 Fraud 14216 
Normal 284315 Normal 14215 

 

5. Data Exploration and Analysis 
Duplicate values may introduce bias into statistical analysis, and missing values may distort modeling 

findings. Maintaining the correctness and integrity of the data is essential for the dependability of the 
findings. An examination of the dataset showed the absence of duplicate or missing information, indicating 
good data completeness. 

Figure 4 shows the correlation matrix, presented as a heatmap, which displays the extent of linear 
dependencies among different features of the dataset. The cells in the matrix are color-coded, with shades 
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tending toward blue or red, indicating higher linear dependencies between two features. The figure shows 
that most features exhibit positive or negative correlations. This justifies the need for a feature selection 
step to retain only essential features while removing redundant ones. 
 

 
Figure 3. 
Heatmap representing feature correlations in the CCFD2023 dataset. 

 
Figure 5 shows the distribution of dataset features. Most features exhibit Gaussian-like distribution, 

indicating the data is normally distributed and contains minimal outliers. The Amount feature, however, 
displays the most diverse histogram, reflecting the real-world variability of transaction amounts. This 
analysis confirms that the dataset is clean and does not require further preprocessing. 
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Figure 4. 
Distribution of the CCFD2023 dataset features. 

 
6. Feature Selection Using EVO 

This study employed the EVO algorithm [13] as a feature selection technique. EVO is a recent 
metaheuristic optimization algorithm inspired by advanced physics principles. It mimics the degradation 
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process caused by different particles in nature. In EVO, each particle, with varying levels of stability, 
represents a possible solution. Algorithm 1 shows the step-by-step implementation of the EVO algorithm 
that takes the dataset as input and outputs a reduced dataset with selected features.  
Algorithm 1: EVO Metaheuristic algorithm for feature selection 
 Input: Population of selected feature solutions (𝑋), size of the population (𝑛), LGBM accuracy evaluation 

function (𝐹) 
 Output: Selected features from the best solution particle 
1 Randomly initialize a new population of features as initial solution particles 𝑋𝑖 
2 Compute accuracy that is generated from the LGBM algorithm for each 𝑋𝑖 using 𝐹 as Neutron 
3 While the stop condition is not met 
4  Determine the enrichment bound (𝐸𝐵) of the particle 
5  Determine the particle with the best stability level (𝑋𝐵𝑆) 
6  For I= 1 to n 
7   Determine Neutron enrichment level (𝑁𝐸𝐿𝑖) and stability level (𝑆𝐿𝑖) of the ith particle 
8   If 𝑁𝐸𝐿𝑖 > 𝐸𝐵 
9    Determine the stability bound of the particles (𝑆𝐵) 
10    Determine a neighboring particle (𝑋𝑁𝑔) 

11    If 𝑆𝐿𝑖 > 𝑆𝐵 
12     Generate Alpha Index I and II 
13     For j= 1 to Alpha index II 
14      Generate new position vector: 𝑋𝑖

𝑛𝑒𝑤1 = 𝑋𝑖(𝑋𝐵𝑆𝑋𝑖
𝑗
) 

15     End for  
16     Generate Gamma Index I and II 
17     For j= 1 to Gamma index II 
18      Generate new position vector: 𝑋𝑖

𝑛𝑒𝑤2 = 𝑋𝑖(𝑋𝑁𝑔𝑋𝑖
𝑗
) 

19     End for 
20    Else 
21     Determine the center of particles 𝑋𝐶𝑃 
22     Define random values between 0 and 1 𝑟1, 𝑟2, 𝑟3, and 𝑟4 
23     Generate new position vector: 𝑋𝑖

𝑛𝑒𝑤1 = 𝑋𝑖 +  
𝑟1𝑋𝐵𝑆− 𝑟2𝑋𝐶𝑃

𝑆𝐿𝑖
 

24     Generate new position vector: 𝑋𝑖
𝑛𝑒𝑤2 = 𝑋𝑖 +  𝑟3𝑋𝐵𝑆 − 𝑟4𝑋𝑁𝐺 

25    End If 
26   Else 
27    Define random value between 0 and 1 𝑟 
28    Generate new position vector: 𝑋𝑖

𝑛𝑒𝑤 = 𝑋𝑖 + 𝑟 
29   End If 
30  End For 
31 End While 
32 Return the particle with the best 𝑋𝐵𝑆 

LGBM [14] accuracy is employed as fitness function evaluation in the EVO algorithm. The 
classification in LGBM is an improved gradient-boosting decision tree (GBDT) algorithm with additional 
gradient-based one-side sampling (GOSS) and exclusive feature bundling (EFB) [15]. GOSS prioritizes 
training samples with larger gradients to reduce the computational complexity in LGBM and achieve 
accurate gain estimation. The quantity of features is reduced by EFB, which bundles scarce, mutually 
exclusive features.  

Given training data and loss function, the learning model is defined as a problem of loss function 
minimization. LGBM adopts leaf-wise growth with depth limitation and histogram strategy based on 
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GBDT [16]. A leaf-wise strategy involves selecting the leaf node with the highest gain to expand in each 
node division. In contrast to the conventional GBDT's level-wise approach, leaf-wise strategies achieve 
greater accuracy within the same division periods, as illustrated in Figure 6.  
 

 
Figure 5. 
LGBM leaf-wise method for credit card fraud prediction. 

 
The histogram method [17] accelerates the training process by discretizing a large number of 

continuous input variables into k unique values and constructing a histogram with width k [18, 19]. The 
histogram of the parent node can be subtracted from the histogram of the brother node to derive a leaf 
histogram. In Figure 6, the histogram (orange node) equals the parent node histogram (blue node) minus 
the sibling node histogram (purple node).  

EVO reduced the dataset's dimensionality by selecting 21 out of 29 features, resulting in a 30% 
reduction. The selected features are: 'V2', 'V3', 'V4', 'V5', 'V8', 'V10', 'V11', 'V12', 'V14', 'V15', 'V16', 'V17', 
'V18', 'V19', 'V21', 'V22', 'V25', 'V26', 'V27', 'V28', and 'Amount'. Using the designated features, the LGBM 
model obtained a fitness evaluation of 99.7% accuracy on the CCFD2023 dataset. The dataset was 
partitioned into 80% training and 20% assessment data. EVO was initialized with a population size of 50 
and executed over 10 epochs, converging on the optimal feature set by epoch 5.  
 

7. Fraud Detection 
For fraud detection, an ensemble soft voting setup was implemented using three algorithms: Extra 

Trees [20] XG Boost [20] and Cat Boost [21, 22]. The Algorithm for the classification process is 
presented in Algorithm 2 and Figure 7. Soft voting uses the class probabilities output by each model 
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rather than direct class predictions. The final prediction result is the category with the highest mean class 
probability, determined for each category (normal or fraud).  
Algorithm 2: Ensemble soft voting algorithm for fraud classification 
 Input: Training features (𝑋𝑡𝑟𝑎𝑖𝑛), Training labels (𝑦𝑡𝑟𝑎𝑖𝑛), testing features (𝑋𝑡𝑒𝑠𝑡). 
 Output: Prediction �̂� for 𝑋𝑡𝑒𝑠𝑡. 
1 Initialize models: Extra Trees Classifier 𝐶𝐸𝑇, XGBoost Classifier 𝐶𝑋𝐺𝐵, and CatBoost Classifier 

𝐶𝐶𝑎𝑡. 
2 Train models using training data (𝑋𝑡𝑟𝑎𝑖𝑛, 𝑦𝑡𝑟𝑎𝑖𝑛). 
3 Compute class prediction probabilities from each trained model: 𝑃𝑟𝐸𝑇 , 𝑃𝑟𝑋𝐺𝐵 , 𝑃𝑟𝐶𝑎𝑡. 
4 Compute the average probability for each class prediction: 𝑃𝑟 =

𝑃𝑟𝐸𝑇+ 𝑃𝑟𝑋𝐺𝐵+𝑃𝑟𝐶𝑎𝑡

3
 

5 Assign final prediction �̂� to the class with the highest probability.  
6 Return �̂�. 

XG Boost is an ensemble learning model designed for machine learning problems. It employs a 
systematic approach to integrate predictions from multiple decision trees to reduce the objective function 

𝜃, as defined in Equation 1. 

𝐽(θ) = ∑ (𝐿(𝑦𝑖 − �̂�𝑖) + ∑ Ω(𝑓𝑘)

𝐾

𝑘=1

) 

𝑚

𝑖=1

                                                   (1) 

where 𝐿(𝑦𝑖 − �̂�𝑖) represents the loss function quantifying prediction errors, while Ω(𝑓𝑘) represents 

the regularization component of the kth tree. The parameter 𝑚 represents the number of samples, and 𝐾 
represents the total number of trees. 

Cat Boost utilizes a unique permutation-based methodology in its boosting process, guaranteeing 
fault rectification in each successive tree while preventing redundant learning from identical samples.  
 

 
Figure 6. 
Proposed ensemble soft voting classification model. 

 
Extra Trees is an ensemble learning methodology defined by the following principal steps:  

• Selecting random subsets of data points for each decision tree.  

• Independently developing several decision trees using these subgroups.  

• Adopting preponderance voting to aggregate predictions.  
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The ensemble soft voting approach undoubtedly diminishes subjective predictions via adopting the 
certainty of each model's output probabilities rather than relying on final decisions.  
 

8. Experimental Results 
The results of the proposed system are presented, discussed, and contrasted with those of previous 

studies in this section. The performance of the proposed system is analyzed, and the evaluation metrics 
employed are discussed. Additionally, this section shows how the proposed system outperformed recent 
works and other machine learning algorithms, validating its effectiveness. 
 

9. Evaluation Metrics 
4 measures are used in the evaluation of the performance of the proposed system: accuracy,  F1-score, 

recall, and precision. The metrics are calculated using the values of True Positive (TP),  False Positive 
(FP), True Negative (TN), and False Negative (FN) from the system’s  prediction. In this case, TP is the 
fraudulent transactions that the system was able to identify as  fraud. FP is the normal transactions that 
have been wrongly flagged as fraud. TN is the normal transactions that  have been properly identified as 
normal. Finally, FN is the fraud transactions that have been wrongly flagged as  normal. 

It is the ratio of correct positive predictions to the total number of predictions made within that  class. 
A low precision value means that there are many false positives. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 +  𝐹𝑃 
                                                                               (2) 

 Recall (Equation 3): The proportion of accurate positive classifications to the total number of 
samples within that class. High recall signifies a minimal quantity of misclassified instances.  

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 +  𝐹𝑁 
                                                                                     (3) 

F1‐score (Equation 4): calculates the harmonic mean of precision and recall. This statistic often 
indicates the strength of the classification model.  

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2 ∗  𝑃𝑟𝑒𝑐𝑖𝑠𝑜𝑛 ∗  𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙
                                                    (4) 

Accuracy (Equation 5): The ratio of accurately categorized samples to the total number of samples. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 +  𝐹𝑃 +  𝐹𝑁 + 𝑇𝑁
                                                        (5) 

These measures thoroughly assess the system's performance, emphasizing its capacity to detect 
fraudulent transactions accurately. 
 

10. System Results 
The experimental results were obtained using a PC with a 2GB Nvidia GeForce MX130 GPU, 32 

GB RAM, and an Intel Core i5 CPU. The Python 3.8.8 programming language, as well as the sklearn 
(version 1.3.2), cat boost (version 1.2), and lightgbm (version 3.3.2) Python libraries are employed to 
develop and execute the proposed approach. As illustrated in Table 4, the dataset was partitioned into a 
training set covering 80% of the data and a test set covering 20%. The models were developed using the 
training set, and the trained model was evaluated using the test set. The TP, FP, TN, and FN values were 
calculated by comparing the predictions of the proposed model on the test set to the original transaction 
results. This enabled the calculation of the evaluation metrics. 
 
Table 4. 
Training and testing labels count after data split. 

Training labels Testing labels 

Class Count Class Count 
Fraud 11327 Fraud 2844 
Normal 11327 Normal 2843 
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Before feature selection, the proposed ensemble model was evaluated against ten other machine 
learning algorithms. The ensemble model achieved superior performance, as shown in Table 5, with an 
accuracy of 99.77%, precision of 99.65%, recall of 99.89, and F1-score of 99.77%. The results confirm the 
proposed system's robustness and efficacy.  
 
Table 5. 
Results before feature selection. 

Algorithm Precision Recall F1-score Accuracy 
Ensemble ET, XGB and Cat 0.9965 0.9989 0.9977 0.9977 

Gradient boosting [21] 0.9864 0.9726 0.9795 0.9796 
AdaBoost [22] 0.9774 0.9592 0.9682 0.9685 

Support vector machine [23] 0.5057 0.4669 0.4856 0.5052 
Logistic regression [24] 0.9754 0.948 0.9615 0.962 

Bagging [25] 0.9908 0.987 0.9889 0.9889 
K- nearest neighbor [26] 0.8305 0.6617 0.7366 0.7633 

Gaussian naive bayes [27] 0.9737 0.8579 0.9121 0.9174 

Decision trees [28] 0.9733 0.9852 0.9792 0.9791 
Quadratic discriminant analysis [29] 0.9847 0.9262 0.9545 0.9559 

Linear discriminant analysis [30] 0.9755 0.923 0.9485 0.9499 

 
Among the evaluated algorithms, the K-Nearest Neighbor (KNN) Algorithm performed the worst, 

with an accuracy of 73.66%. At the same time, the Bagging Classifier achieved the best results among 
non-ensemble-based algorithms, with an accuracy of 98.89%. Additionally, ensemble-based classifiers 
such as Gradient Boosting, AdaBoost, and the bagging classifiers performed better than non-ensemble 
methods, justifying the use of this genre in the proposed ensemble soft voting system.  

Feature selection was performed using the EVO algorithm to select the salient features for fraud 
detection. Several other metaheuristic algorithms were considered, such as Chernobyl Disaster 
Optimization (CDO) [23] Fick's Law Algorithm (FLA) [24] Physical Phenomenon of RIME-ice (RIME) 
[25] Coati Optimization Algorithm (CoatiOA) [26] and Osprey Optimization Algorithm (OOA) [27]. 
However, the EVO algorithm outperformed others in reducing dataset dimensionality while achieving 
the best fitness function. The EVO algorithm allowed the system to maximize the LGBM accuracy to 
99.7%, comparable to the results before feature selection. The EVO algorithm selected the most important 
features without compromising performance. Figure 8 shows a comparison of the EVO algorithm with 
other optimization techniques. 
 

 
Figure 7. 
Comparing EVO to other recent metaheuristic optimization algorithms. 
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After feature selection, the proposed ensemble model was evaluated against ten other machine 
learning algorithms. The proposed system retained its high performance, as shown in Table 6, achieving 
an accuracy of 99.74%, precision of 99.58%, recall of 99.89, and an F1-score of 99.74%. The decrease in 
the results compared to pre-feature selection was minimal (0% for recall, 0.07% for precision, and 0.03% 
for accuracy and F1-score). These results validate that feature selection improved system interpretability 
and efficiency without compromising robustness.  
 
Table 6. 
Results after feature selection. 

Algorithm Precision Recall F1-score Accuracy 
Ensemble ET, XGB and Cat 0.9958 0.9989 0.9974 0.9974 

Gradient Boosting [28]  0.9843 0.9684 0.9762 0.9764 
AdaBoost [29]  0.9777 0.9543 0.9658 0.9662 

Support Vector Machine [30]  0.5055 0.4655 0.4847 0.505 
Logistic Regression [18]  0.9751 0.9219 0.9478 0.9492 

Bagging [31]  0.9884 0.9866 0.9875 0.9875 
K- Nearest Neighbor [32]  0.8219 0.6343 0.716 0.7484 

Gaussian Naive Bayes [33]  0.9781 0.8646 0.9179 0.9226 
Decision Trees [34]  0.9737 0.9887 0.9812 0.981 

Quadratic Discriminant Analysis [35]  0.9791 0.9205 0.9489 0.9504 

Linear Discriminant Analysis [19]  0.9808 0.9153 0.9469 0.9487 

 
Among the evaluated algorithms, SVM performed the worst, with an accuracy of 50.5%, while the 

Bagging Classifier remained the best performer among these methods, with an accuracy of 98.75%. The 
proposed system also outperformed previous studies using the CCFD2023 dataset, as demonstrated in 
Figure 9. 
 

 
Figure 8. 
Comparing the proposed system with previous studies using the CCFD2023 dataset. 

 

11. Conclusion 
A novel model for the detection of credit card fraud was suggested in this study. The proposed model 

comprises Data collection, preprocessing, feature selection, and classification. The proposed framework 
was trained using a recent balanced dataset of 28 anonymized attributes. To confirm its integrity, the 
dataset was cleansed. Feature selection was executed with the EVO metaheuristic approach, with the 
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accuracy of the LGBM serving as the fitness function, resulting in a 30% reduction in features. The 
classification phase utilized an ensemble soft voting model that integrated ET, XGBoost, and CatBoost 
classifiers, achieving 99.74% accuracy. Comparative analysis showed that the proposed system 
outperformed existing machine learning classifiers and related studies using the same dataset, 
demonstrating its efficacy in identifying credit card fraud. Future research should concentrate on 
integrating explainable AI techniques to enhance model transparency and the development of adaptive 
models to compensate for the evolving patterns of fraud and concept drift. 
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