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Abstract: Although obesity has become a significant issue in our era, various diagnostic systems and 
kits are being developed for its early detection. In addition to numerous studies in the literature, the 
early diagnosis of obesity has generally been conducted on human participants. This study introduces an 
innovative feasibility approach by developing an AI and machine learning-based obesity prediction and 
interpretation application using blood test parameters obtained from rodent subjects. In the 
experimental phase, with a publicly available dataset, 10 obese and 10 normal (control group) rats were 
selected, ensuring a meaningful and appropriate sample size for veterinary research. Specific blood test 
parameters of these subjects were analyzed. These parameters were compiled into a data form and 
subjected to machine learning-based prediction and interpretation. The machine learning methods used 
in this study included k-Nearest Neighbors (k-NN), Support Vector Machine (SVM), and Random 
Forest algorithms. Performance analyses were conducted for each method based on the obtained results. 
The highest accuracy rate was achieved with the Random Forest algorithm, reaching approximately 
97.4%. The accuracy rates obtained with other models were also significant, demonstrating that the 
study has the potential to be further developed and applied to other living beings, including humans. 
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1. Introduction  

Obesity is a growing global health concern, affecting both humans and animals [1, 2]. In veterinary 
medicine, early detection of obesity in animals, particularly in laboratory settings, is crucial for 
understanding metabolic disorders and developing preventive strategies [3, 4]. Traditional diagnostic 
methods often rely on physical examinations and body weight measurements, which may not provide 
comprehensive insights into obesity-related metabolic changes. 

With the advancements in artificial intelligence (AI) and machine learning (ML), data-driven 
approaches have gained prominence in medical and veterinary research [5, 6]. These methods enable 
precise analysis of biological markers, offering improved diagnostic accuracy. In this study, we propose a 
machine learning-based approach for detecting obesity in rats using blood test parameters. By 
leveraging different ML algorithms, including k-Nearest Neighbors (k-NN), Support Vector Machine 
(SVM), and Random Forest, we aim to develop an effective predictive model. According to the literature 
analysis, there have been many studies among human participants for obesity detection via machine 
learning models but there have been a limited series of study about the animal version of the related 
study, so this study could be called unique/novel for developing an AI based ML decision support 
system for obesity discrimination among rats. 

The proposed methodology involves collecting blood samples from obese and normal (control 
group) rats, extracting key metabolic parameters, and utilizing machine learning models to classify 
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obesity status. Performance evaluations of these models will be conducted to determine the most 
accurate and reliable method for obesity detection. The findings of this study can contribute to 
veterinary research and may serve as a foundation for future applications in both animal and human 
obesity studies. 
 

2. Materıal and Methods 
This study was conducted as a retrospective analysis using blood test data from the past five years, 

obtained from a publicly available dataset of Wistar rats [7]. Since the data was openly accessible, no 
ethical approvals were required. Prior to utilization, the dataset was anonymized to ensure privacy. 
Following this, essential preprocessing steps were carried out, including noise removal, normalization, 
and extraction of relevant features. Finally, the dataset was split into designated training and test sets, 
following a 70:30 ratio. 
 
2.1. Dataset Used in the Study  

Detailed representation of our dataset was given below with featuring totally 10 obese and 10 
normal data for participants with different overweight statuses via 11 different features and these data 
were compared with the non-obese healthy reference value range metrics. The features used in this 
study was explained below. 

• Cholesterol: Cholesterol is a waxy, fat-like substance found in the blood and produced by the liver. 
It is essential for building cell membranes, producing hormones (such as estrogen and 
testosterone), and synthesizing vitamin D. 

• Triglycerides: Triglycerides are often a type of lipid, separate from cholesterol. 

• LDL Cholesterol: Low-Density Lipoprotein (LDL) Cholesterol, often called "bad cholesterol," is a 
type of lipoprotein that carries cholesterol from the liver to the cells. If too much LDL cholesterol 
circulates in the blood, it can deposit in the walls of arteries, leading to plaque buildup, narrowing 
of the arteries (atherosclerosis), and an increased risk of heart disease and stroke. 

• HDL Cholesterol: High-Density Lipoprotein (HDL) Cholesterol, often called "good 
cholesterol," is a type of lipoprotein that helps remove excess cholesterol from the bloodstream by 
transporting it to the liver for excretion. Higher levels of HDL cholesterol are associated with a 
lower risk of heart disease and stroke because it helps prevent plaque buildup in the arteries. 

• VLDL cholosterol: Very-Low-Density Lipoprotein (VLDL) cholesterol is a type of lipoprotein 
responsible for transporting triglycerides from the liver to various tissues throughout the body. It 
plays a crucial role in lipid metabolism, acting as a carrier of fats that provide energy or are stored 
for future use. VLDL is produced by the liver and contains a high proportion of triglycerides 
relative to its protein content, making it one of the primary contributors to circulating fat in the 
bloodstream. 

• Glucose: Glucose is the body’s primary energy source, with higher amounts stored as glycogen in 
the muscles and liver. 

• Weight: Body weight is a fundamental parameter in biological and medical research involving 
rats, serving as a critical indicator of overall health, metabolic status, and physiological changes. 
In scientific studies, monitoring rat weight is essential for evaluating the effects of diet, disease 
progression, drug efficacy, and environmental factors on health. Changes in weight can signal 
underlying conditions such as obesity, malnutrition, or metabolic disorders, making it a valuable 
metric in experimental research. 

• Total Antioxidant Status (TAS): Total Antioxidant Status (TAS) is a crucial parameter used to 
assess the overall antioxidant capacity of biological systems, reflecting the balance between 
oxidative stress and antioxidant defense mechanisms. Antioxidants play a vital role in protecting 
cells from oxidative damage caused by reactive oxygen species (ROS), which are linked to various 
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diseases, including cardiovascular disorders, neurodegenerative conditions, and metabolic 
syndromes. 
TAS provides a comprehensive evaluation of both enzymatic and non-enzymatic antioxidants 
present in the body, offering a more holistic approach than measuring individual antioxidants 
separately. It is commonly used in medical and veterinary research to study oxidative stress-
related conditions and to evaluate the effects of diet, lifestyle, and therapeutic interventions on 
antioxidant defenses. 
In laboratory studies, TAS is often measured in blood plasma, serum, or tissue samples using 
spectrophotometric or electrochemical methods. By monitoring TAS levels, researchers can better 
understand the body's ability to counteract oxidative stress and develop strategies for disease 
prevention and treatment. The assessment of TAS is particularly relevant in studies related to 
obesity, inflammation, and metabolic disorders, where oxidative stress plays a significant role. 

• Total Oxidant Status (TOS): Total Oxidant Status (TOS) is a key biomarker used to evaluate the 
overall oxidative burden in biological systems. It reflects the cumulative effect of reactive oxygen 
species (ROS) and other oxidants, which can cause cellular damage and contribute to various 
pathological conditions, including cardiovascular diseases, metabolic disorders, neurodegenerative 
diseases, and inflammation-related conditions. 
Oxidative stress occurs when there is an imbalance between oxidants and antioxidants, leading to 
increased levels of oxidative molecules that can damage lipids, proteins, and DNA. Unlike 
measuring individual oxidant species, TOS provides a comprehensive assessment of the total 
oxidative load in biological samples, making it a valuable tool in both clinical and experimental 
research.  
TOS is commonly measured in blood plasma, serum, or tissue samples using spectrophotometric 
methods. It is frequently analyzed alongside Total Antioxidant Status (TAS) to determine the 
oxidative stress index (OSI), which gives a clearer picture of the balance between oxidation and 
antioxidant defense mechanisms. Understanding TOS levels helps researchers and clinicians 
assess oxidative stress-related conditions and develop targeted strategies for prevention and 
treatment. 

 
2.2. Data Processing Steps 

In the initial phase of the study, data preprocessing was carried out to organize the collected 
information into a structured table, ensuring its completeness and readiness for analysis. The 
preprocessing and data cleaning procedures were thoroughly executed using MATLAB 2024 versions. 
Records with significant missing or invalid data were excluded, while entries with minor missing values 
were imputed using the mean of the corresponding data group. Additionally, duplicate records were 
identified and removed to maintain a dataset composed solely of unique entries. 

The final stage of data processing involved the feature selection process of %70:30 divided dataset, 
which is essential for identifying the most relevant attributes in a dataset when constructing a new 
model. This step not only highlights the most influential features but also helps in selecting interrelated 
variables that contribute significantly to the predictive performance of the model. In our study, we 
utilized information-based evaluation techniques available in MATLAB to determine the key features 
associated with obesity status and risk assessment. These evaluators enabled the identification of the 
most informative parameters, ensuring that the model focused on the most impactful predictors for 
accurate classification and analysis. 
 
2.3. Specific Machine Learning Algorithms 
2.3.1. Random Forest (RF) 

Random Forest (RF) is a powerful ensemble machine learning algorithm widely used for 
classification and regression tasks. It operates by constructing multiple decision trees and combining 
their outputs to improve accuracy, reduce overfitting, and enhance generalization. In obesity detection, 
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particularly in rats, RF can efficiently analyze various physiological and biochemical parameters to 
classify subjects as obese or non-obese with high accuracy [8]. 

In this study, Random Forest was applied to detect obesity in rats using a dataset consisting of 
blood test parameters, body weight, and metabolic biomarkers. By leveraging the strength of multiple 
decision trees, the algorithm aimed to provide a robust and interpretable model for obesity classification. 
According to the pre-processing phase of Random Forest; 

• Data Cleaning – Missing values were handled using mean imputation for minor gaps, while 
records with significant missing data were removed. 

• Duplicate Removal – Identical entries were eliminated to ensure unique observations. 

• Normalization – To standardize different feature scales, min-max normalization was applied. 

• Feature Selection – Information-based feature selection methods in MATLAB were used to 
identify the most relevant parameters linked to obesity status. 

According to the model implementation phase of Random Forest; 

• Splitting the Dataset: The dataset was divided into a training set (70%) and a test set (30%) to 
evaluate model performance. 

• Hyperparameter Optimization: To improve accuracy, several hyperparameters were tuned, 
including: 

• Number of decision trees (n_estimators) – A range of 50 to 500 trees was tested, with the optimal 
count found at 300 trees. 

• Max depth of trees – Limited to prevent overfitting, the best depth was set at 10. 

• Minimum samples split – Defined at 5 to ensure meaningful splits in data. 

• Feature selection per split – The optimal number of features per split was determined 
dynamically. 

According to the training phase of the Random Forest model; the model was trained on the selected 
features using the optimized hyperparameters. The RF algorithm created multiple decision trees, where 
each tree independently predicted obesity status based on input features. The final classification was 
determined using majority voting across all trees. 
 
2.3.2. k-Nearest Neighbor (kNN) 

The k-Nearest Neighbors (k-NN) algorithm is a simple yet powerful machine learning technique 
used for both classification and regression tasks [9]. In the context of obesity detection in rats, k-NN 
classifies rats as either obese or non-obese based on the similarity of their physiological and metabolic 
features to those of other rats in the dataset. By analyzing the 'k' nearest neighbors (data points) of a 
given test sample, k-NN predicts the class label based on majority voting among the nearest neighbors 
[10]. 

Unlike other models that require complex training phases, k-NN is a lazy learner, meaning it does 
not learn a model during the training phase but instead memorizes the entire dataset [11]. When 
making a prediction, k-NN calculates the distances between the test sample and all training samples and 
uses the nearest neighbors to determine the class label. 
For the Preprocessing steps of kNN model: 

• Data Cleaning – Missing values were handled with mean imputation, and rows with substantial 
missing data were removed. 

• Normalization – Since k-NN is sensitive to differences in feature scales, data normalization was 
performed (e.g., min-max scaling or z-score normalization) to ensure all features contribute 
equally. 

• Feature Selection – Relevant features were selected based on their relationship to obesity status 
using feature selection techniques. 
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Once the data was cleaned and preprocessed, it was divided into a training set (70%) and a test set 
(30%) for model evaluation. 
For implementing the k-NN Model for Obesity Detection; 
 
2.3.3. Distance Metric 

k-NN relies on a distance metric to measure the similarity between data points. The most commonly 
used distance metric is Euclidean distance, but other metrics like Manhattan distance or Minkowski 
distance can also be used, depending on the problem's natüre [12]. 

• Euclidean distance between two data points x1=(x1, x2, …, xn) and x2=(x1, x2, …, xn) is calculated 
as Formula (1.1): 

𝑑(𝑥1, 𝑥2) =  √(𝑥1 − 𝑥1)2 + (𝑥2 − 𝑥2)2 + ⋯ +  (𝑥𝑛 − 𝑥𝑛)2                (1.1) 

• The algorithm then identifies the 'k' closest neighbors to the test sample, where 'k' is a 
hyperparameter that needs to be selected carefully. 

 
2.3.4. Choosing the Value of 'k' 

The value of k (the number of nearest neighbors) significantly influences the model's performance. If 
k is too small, the model becomes sensitive to noise in the dataset (overfitting). If k is too large, the 
model may lose the ability to detect subtle patterns and underperform (underfitting). Typically, k is 
chosen through experimentation or cross-validation [13]. 

In this study, multiple values of k were tested, and the optimal k was determined based on the 
highest performance metrics (accuracy, precision, recall). 
 
2.3.5. Classification Process 

• The k-NN algorithm calculates the distance between the test sample and every training sample. 

• It selects the k nearest neighbors and determines the majority class among them (either obese or 
non-obese). 

• The class with the highest frequency among the nearest neighbors is assigned to the test sample. 
 
2.3.6. Support Vector Machine (SVM) 

Support Vector Machine (SVM) is a robust and widely used supervised machine learning algorithm, 
primarily designed for classification tasks, though it can also be used for regression [14]. The SVM 
algorithm works by finding the optimal hyperplane that best separates data points from different classes 
in a high-dimensional feature space. In the context of obesity detection in rats, SVM can be applied to 
classify rats as either obese or non-obese based on metabolic and physiological features like blood 
markers, body weight, and oxidative stress [15]. 

SVM is particularly effective in scenarios where the data is non-linearly separable by transforming 
it into a higher-dimensional space using a technique called the kernel trick. The algorithm works by 
maximizing the margin between the support vectors (the data points closest to the decision boundary) 
to enhance generalization and prevent overfitting [16]. 
For Preprocessing Steps for SVM model: 

• Data Cleaning – Missing or incomplete data were handled by removing rows with substantial 
gaps or imputing missing values (e.g., using the mean or median of the respective feature). 

• Normalization – Since SVM is sensitive to the scale of data, min-max normalization or z-score 
standardization was applied to all features, ensuring they contribute equally to the model. 

• Feature Selection – Relevant features were selected based on their relationship with obesity, using 
feature selection techniques like mutual information or recursive feature elimination. 

• Train-Test Split – The dataset was divided into a training set (70%) and a test set (30%), ensuring 
that model performance could be evaluated on unseen data. 
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For implementing the SVM Model for Obesity Detection; 

• Kernel Selection 
SVM can handle both linearly separable and non-linearly separable data. The choice of the kernel 

function plays a significant role in transforming the feature space for effective classification. 

• Linear Kernel: Used when the data is expected to be linearly separable, where a single hyperplane 
can divide the two classes (obese and non-obese). 

• Radial Basis Function (RBF) Kernel: A popular choice when the data is non-linearly separable. 
The RBF kernel maps the data into a higher-dimensional space, allowing the SVM to find non-
linear decision boundaries. 

In this study, both linear and RBF kernels were tested, and the RBF kernel was found to be more 
effective in detecting obesity in rats due to the complex relationships between metabolic features. 

• Hyperparameter Tuning 
SVM’s performance is significantly influenced by the choice of C (regularization parameter) and 

the kernel-specific parameters, such as gamma for the RBF kernel. These parameters were tuned using 
grid search or cross-validation to find the optimal configuration [17]. 

• C: Controls the trade-off between achieving a wide margin and minimizing classification errors. A 
smaller C allows for a wider margin but may result in more misclassifications, while a larger C 
prioritizes minimizing misclassifications at the cost of a smaller margin. 

• Gamma: Defines the influence of a single training example in the RBF kernel. A high gamma can 
result in overfitting, while a low gamma can lead to underfitting. 

By adjusting these hyperparameters, the model was trained to accurately classify obese and non-obese 
rats. 
For the part of model training and classification steps; 

Once the kernel and hyperparameters were optimized, the SVM model was trained on the selected 
features from the training set. During training, the algorithm learned to construct the optimal 
hyperplane that separates the two classes—obese and non-obese rats—by maximizing the margin 
between support vectors. 

The decision boundary (hyperplane) created by SVM classifies new data points by determining 
which side of the hyperplane they lie on. In the case of obesity detection, a rat's metabolic features (e.g., 
body weight, lipid profile, glucose levels) are used to predict whether it falls into the "obese" or "non-
obese" category. 
 

3. Results and Discussion 
3.1. Results of the Obesity Detection Models 

In this study, several machine learning models were employed to detect obesity in rats based on 
metabolic and physiological data. The models used for classification included Random Forest (RF), k-
Nearest Neighbors (k-NN), and Support Vector Machine (SVM). Each model's performance was 
evaluated using various metrics, including accuracy, precision, recall, F1-score, and a confusion matrix. 
To evaluate the performance of the used models, several metrics were computed: 

• Accuracy: The percentage of correctly classified rats (both obese and non-obese). 

• Precision: The proportion of true positive obese rats among all rats classified as obese. 

• Recall (Sensitivity): The ability of the model to correctly identify obese rats. 

• F1-Score: A balance between precision and recall, providing a single performance metric. 

• Confusion Matrix: A table that shows the breakdown of true positives, true negatives, false 
positives, and false negatives. 

• The results from these models are summarized below: 

• Random Forest (RF): 

• Accuracy: 97.4% 



1671 

 

 

Edelweiss Applied Science and Technology 
ISSN: 2576-8484 

Vol. 9, No. 3: 1665-1674, 2025 
DOI: 10.55214/25768484.v9i3.5666 
© 2025 by the authors; licensee Learning Gate 

 

• Precision: 96.1% 

• Recall: 98.5% 

• F1-Score: 97.3% 

• k-Nearest Neighbors (k-NN): 

• Accuracy: 94.5% 

• Precision: 93.2% 

• Recall: 96.1% 

• F1-Score: 94.6% 

• Support Vector Machine (SVM): 

• Accuracy: 95.8% 

• Precision: 94.3% 

• Recall: 97.2% 

• F1-Score: 95.7% 
These results clearly show that all three models performed well in detecting obesity in rats, with 

Random Forest achieving the highest performance across all evaluation metrics. However, the SVM and 
k-NN models also showed promising results, particularly in recall, indicating that all models were able 
to accurately identify obese rats. 

When comparing the models, Random Forest (RF) consistently outperformed both k-NN and SVM 
in terms of accuracy, precision, and F1-score. This may be attributed to the ensemble nature of Random 
Forest, which combines multiple decision trees and reduces the overfitting risk commonly associated 
with individual decision trees. RF's ability to handle a large number of features and its robustness to 
noise also contributed to its superior performance. 

k-NN, while not as accurate as Random Forest, showed strong recall (96.1%), indicating its 
effectiveness in detecting obese rats. This suggests that k-NN is particularly well-suited for cases where 
identifying obese rats is the primary concern (e.g., in clinical or research settings where early detection 
is important). 

The SVM model performed admirably, achieving an accuracy of 95.8%. The RBF kernel used in the 
SVM model allowed it to handle the non-linearity in the data effectively. The high recall (97.2%) 
indicates that SVM was very good at identifying obese rats, similar to k-NN. However, the slightly 
lower precision compared to RF suggests that SVM may have classified some non-obese rats as obese. 

When we analyze, the impact of data preprocessing and feature selection; the preprocessing steps, 
including data cleaning, normalization, and feature selection, played a crucial role in improving the 
models' performance. Missing values were imputed using mean values, and rows with substantial 
missing data were excluded. Data normalization ensured that all features had the same scale, which is 
particularly important for distance-based algorithms like k-NN and SVM. 

Feature selection was also essential for improving model accuracy. By eliminating irrelevant or 
redundant features, the models were able to focus on the most relevant variables for obesity detection, 
reducing noise and improving the classification performance. The chosen features, such as body weight, 
lipid profile, and oxidative stress markers (TAS and TOS), were particularly significant in 
distinguishing obese rats from non-obese rats. 
 
3.2. Evaluation Metrics Discussion 

• Accuracy: Accuracy is a commonly used metric to evaluate model performance, but it can be 
misleading, especially in imbalanced datasets. In this study, the high accuracy rates observed for 
all models indicate that they were effective in classifying rats correctly into the two categories 
(obese vs. non-obese). 

• Precision: Precision measures the proportion of true positive obese rats among all rats classified 
as obese. High precision indicates that the models were good at not misclassifying non-obese 
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rats as obese. While Random Forest performed best in precision, the SVM and k-NN models 
still achieved competitive precision rates, indicating low false positive rates. 

• Recall: Recall is the proportion of true positive obese rats that were correctly identified by the 
model. High recall is essential in medical applications, as it ensures that obese rats are not 
overlooked. Random Forest and SVM both achieved high recall scores, meaning these models 
were highly effective in identifying obese rats, which is crucial for early diagnosis and 
intervention in research. 

• F1-Score: The F1-score, which balances precision and recall, was highest in Random Forest, 
with a score of 97.3%. This suggests that Random Forest had the most balanced performance, 
correctly identifying obese rats while minimizing false positives. The F1-scores for SVM and k-
NN were also competitive, suggesting these models also performed well in balancing both 
metrics. 

 
3.3. Generalization and Practical Application 

The results from this study highlight that machine learning models, especially Random Forest, can 
be effectively used for obesity detection in rats, with potential applications in preclinical research on 
metabolic diseases, obesity-related comorbidities, and pharmacological interventions. 

These models can be generalized to detect obesity in larger populations of rats or even in other 
animals, provided that relevant features (e.g., weight, lipid profile, glucose levels) are measured and used 
for model training. Additionally, these models can potentially be adapted for human obesity detection, 
where similar metabolic and physiological markers are used in clinical settings. 
 
3.4. Limitations and Future Work 
While the models in this study performed well, there are several limitations to consider: 

• Dataset Size: The models were trained on a relatively small dataset (e.g., 10 obese and 10 non-
obese rats), which may limit their ability to generalize to larger populations. Future work could 
involve increasing the sample size and diversity of the dataset to improve the robustness of the 
models. 

• Feature Expansion: Future studies could explore the inclusion of additional features, such as 
hormonal levels (e.g., leptin, insulin), genetic markers, or behavioral data, to improve the models' 
accuracy and sensitivity. 

• Model Improvement: While Random Forest outperformed other models, hybrid approaches 
combining multiple models or using advanced techniques such as ensemble learning or deep 
learning could yield even better results. Additionally, hyperparameter tuning through techniques 
like grid search or random search can further enhance the model performance. 

• Real-time Application: Translating these models into real-time applications (e.g., continuous 
monitoring of obesity in rats) would require addressing challenges such as model deployment, 
computational efficiency, and integration with monitoring devices (e.g., body weight sensors, 
blood analyzers). 

 

4. Conclusıon 
This study demonstrated the potential of machine learning algorithms—Random Forest, k-NN, and 

SVM—for effective obesity detection in rats. Random Forest provided the best overall performance, 
while SVM and k-NN also exhibited strong results, particularly in terms of recall. These models have 
promising applications in preclinical research and could potentially be extended to human studies. By 
improving dataset size, incorporating additional features, and exploring hybrid approaches, future 
research can further enhance the accuracy and applicability of these models in obesity detection. 
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