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Abstract: Human emotion recognition remains a challenging task due to the complexity and variability 
of human emotions in real-world scenarios. This study investigates the impact of AI-generated 
synthetic data on enhancing Facial Expression Recognition (FER) model performance. Using the 
Juggernaut XL model, we generated 300 synthetic images per emotion category from the FER2013 
dataset and incorporated them into the training process of a VGG-19-based FER model. Experimental 
results revealed that the synthetic data did not improve key performance metrics, with the originally 
trained model achieving an accuracy of 65%, compared to 63% for the augmented dataset. Precision, 
recall, and F1-score also exhibited fluctuations across different emotion categories, as illustrated by 
confusion matrices. The findings suggest that the quality of synthetic images plays a crucial role in 
model effectiveness, as insufficient diversity may introduce noise rather than beneficial augmentation. 
Factors such as limited training epochs and potential dataset biases may have also influenced the 
outcomes. This study highlights the importance of optimizing synthetic image realism to improve FER 
models and offers practical insights for future AI-driven applications using data augmentation. 

Keywords: Data augmentation emotion recognition, Facial expression recognition, Medical images, Prediction models, 
Synthetic data, System design. 

 
1. Introduction  

Imagine a world where entertainment systems adapt to your emotional responses in real-time, 
adjusting movie recommendations or modifying gameplay difficulty based on facial expressions. 
Consider a vehicle that monitors driver fatigue and distraction through facial emotion recognition 
(FER) to enhance road safety by providing timely alerts and interventions. These applications highlight 
the transformative potential of FER in artificial intelligence, with applications spanning human-
computer interaction, healthcare, security, and automotive safety. However, despite its growing 
importance, FER systems face significant challenges, particularly in ensuring high accuracy and 
robustness across diverse, real-world conditions. 

One of the key barriers to effective deployment is the inherent limitations of existing datasets. 
Traditional datasets like FER2013, despite being widely used in FER research, suffer from issues such 
as insufficient diversity in facial expressions, demographic representation biases, and ethical concerns 
related to privacy [1]. More critically, these datasets contain noisy images—low-resolution, blurred, or 
occluded facial expressions that degrade model performance. The presence of noise makes it difficult for 
deep learning models to learn meaningful facial features, leading to misclassifications and reduced 
accuracy [2, 3]. Addressing these challenges is crucial for improving FER systems' ability to generalize 
across different environments, lighting conditions, and cultural variations. 
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To mitigate these issues, researchers have explored various methods, including data augmentation, 
transfer learning, and the integration of synthetic data [4, 5]. The emergence of AI-generated synthetic 
images has opened new avenues for enhancing FER datasets, allowing for increased diversity and 
improved model generalization. Advanced generative models, such as Generative Adversarial Networks 
(GANs) and Variational Autoencoders (VAEs), have demonstrated their ability to create high-fidelity 
images that supplement real datasets without ethical or logistical constraints [6]. These synthetic 
images offer the potential to address class imbalances and enrich training data, leading to more robust 
FER models. 

The landscape of the research has evolved significantly, with AI applications playing a pivotal role 
in overcoming dataset limitations. The introduction of GANs revolutionized image synthesis, enabling 
models to generate realistic images by learning the underlying distribution of real-world facial 
expressions [7, 8]. Subsequent improvements in generative models have made synthetic images nearly 
indistinguishable from real ones, leading to promising applications in FER dataset augmentation [9]. 

Several studies have explored the impact of synthetic data on emotion recognition performance. The 
research by Ma and Nguyen [10] and He, et al. [11] demonstrated that incorporating GAN-generated 
images into training datasets could enhance model accuracy and improve recognition of 
underrepresented emotions. Similarly, Meng, et al. [12] and Kartbayev [13] showed that synthetic 
data could increase the diversity of training sets, improving generalization to unseen expressions. These 
findings suggest that AI-generated images can complement traditional datasets, addressing some of 
their inherent weaknesses. 

However, challenges remain in effectively integrating synthetic data into FER models. Despite the 
success of GANs in generating high-quality images, the realism and variability of synthetic expressions 
are critical factors influencing their effectiveness [14]. For instance, studies by Kim and Park [15] and 
Yalçin and Alisawi [16] highlighted that many synthetic datasets fail to capture the subtle variations 
and context-specific nuances of human facial expressions. Poor-quality synthetic images may introduce 
noise rather than valuable learning signals, potentially degrading model performance rather than 
improving it. 

Another key challenge is the lack of systematic evaluations of synthetic data integration in FER 
models. While numerous studies have demonstrated improvements in FER performance using GANs, 
few have analyzed the specific effects of synthetic images on different emotion categories or explored 
their impact on key metrics such as precision, recall, and F1-score [17]. A comprehensive evaluation of 
synthetic data’s role in mitigating dataset limitations, especially noisy images, is essential for advancing 
this research. 

This study aims to address these research gaps by systematically investigating the impact of AI-
generated synthetic data on FER model performance. Specifically, we seek to answer the following 
research questions: 

1. How does the integration of AI-generated synthetic images affect the accuracy of FER models, 
particularly in handling noisy data? 

2. Do synthetic images improve the recognition of specific emotion categories, or do they 
introduce additional noise into the dataset? 

3. What are the key factors influencing the effectiveness of synthetic data in FER, including 
realism, diversity, and integration strategies? 

Based on prior research and existing challenges, we formulate the following hypotheses: 
H1: The inclusion of AI-generated synthetic images in FER model training will improve classification 

accuracy, particularly for underrepresented emotion categories. 
H2: Synthetic images will help reduce the impact of noisy images by providing additional training examples 

that enhance model generalization. 
H3: The effectiveness of synthetic data augmentation is highly dependent on the quality and realism of 

generated images; lower-quality images may introduce noise and reduce model performance. 
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To test these hypotheses, we utilize the Juggernaut XL model to generate 300 synthetic images for 
each emotion category in the FER2013 dataset [18]. These images are then integrated into the training 
process of a VGG-19-based model, allowing for a direct comparison of model performance with and 
without synthetic data augmentation. Key evaluation metrics include accuracy, precision, recall, and F1-
score, analyzed across different emotion categories to assess the impact of synthetic images 
comprehensively. 

A critical aspect of our approach is evaluating how synthetic images influence model performance in 
the presence of noisy data. The FER2013 dataset is known to contain a significant number of low-
quality images, including blurred, occluded, and poorly lit expressions. By examining classification 
results using confusion matrices and classification reports, we aim to determine whether synthetic data 
helps mitigate these challenges or exacerbates them. 

This research contributes to the field of FER in several key ways: 

• Evaluation of synthetic data: unlike prior studies that focus solely on generating synthetic 
images, we systematically assess their impact on FER model performance across multiple metrics. 

• Addressing noisy data challenges: by analyzing how synthetic data interacts with noisy images, 
this study provides insights into the effectiveness of AI-generated augmentation in real-world FER 
applications. 

• Optimizing synthetic image generation: the findings will inform future work on optimizing 
synthetic image generation and integration strategies, paving the way for more effective FER models. 

Despite the growing interest in AI-generated data augmentation, many questions remain regarding 
its effectiveness and practical implementation. By investigating the potential benefits and limitations of 
synthetic images in FER, this study seeks to advance the field and contribute to the development of 
more accurate and robust emotion recognition systems. 

 

2. Methods and Methodology 
The development of a robust model using AI-generated synthetic data involves a series of 

methodical steps, including data preprocessing, synthetic image generation, model training, and 
performance evaluation. This research focuses on the integration of synthetic images generated by the 
Juggernaut XL model and the training of a VGG-19-based FER model to analyze the impact of 
synthetic data on overall model performance, particularly in reducing the effects of noisy images. A core 
objective of this study is to assess whether synthetic images help mitigate issues related to noisy data, a 
persistent challenge in FER models.  

 
2.1. Data Preprocessing 

The FER2013 dataset is the foundation for this study and requires thorough preprocessing to 
enhance data quality and consistency. The dataset comprises grayscale facial images classified into seven 
emotion categories: anger, disgust, fear, happiness, sadness, surprise, and neutral. To improve data 
quality and standardize inputs, we applied the following preprocessing steps. Each image is resized to 
48x48 pixels, which is the standard input size for most deep learning-based FER models [19]. 
Normalization is applied to scale pixel values to the range [0, 1], improving the stability of the learning 
process and preventing numerical instabilities. Histogram Equalization was applied to improve contrast 
in low-light images. One of the primary concerns in FER datasets is the presence of noise, which can 
arise from low-resolution images, occlusions, varying lighting conditions, and blurred facial features. To 
mitigate this issue, we apply data augmentation techniques such as random rotation, horizontal flipping, 
and Gaussian Blur Reduction was used to sharpen blurred images. 

This ensures that the model learns from a diverse set of expressions while being less sensitive to 
minor distortions that naturally occur in real-world images. Rotation (±15°), flipping, zooming, and 
random cropping were applied to artificially expand dataset diversity. Using entropy-based filtering, 
excessively noisy or unrecognizable images were flagged and excluded. The goal of this step is to 
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enhance the model’s generalization ability, reducing the likelihood of overfitting and making it more 
resilient to noisy images. Examples of the FER2013 dataset’s inherent variability can be found in Figure 
1. 

 

 
Figure 1. 
Sample images from FER2013 Dataset.  

 
2.2. Model Training 

Training the model is performed using the augmented dataset to assess the impact of synthetic data 
on model performance. We employ the Segmentation VGG-19 model, a deep convolutional neural 
network known for its strong feature extraction capabilities. The VGG-19 model consists of 16 
convolutional layers followed by 3 fully connected layers, utilizing ReLU activations and max-pooling 
layers to capture hierarchical facial features [20]. Given the complexity of facial expressions, deep 
architectures like VGG-19 are well-suited for learning fine-grained differences between emotions. The 
overall architecture of the VGG-19 model used in this study is shown in Figure 2. 
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Figure 2. 
The architecture of the VGG-19 segmentation model. 

 
The model is trained using the Adam optimizer, which is well-suited for handling noisy gradients 

and adaptive learning rates. The hyperparameters used include a learning rate of 0.0001, a batch size of 
8, and a total of 25 epochs. Due to hardware constraints, the training process is limited to this number 
of epochs, though prior studies have indicated that optimal performance for VGG-19 is achieved at 
around 67 epochs [21]. The categorical cross-entropy loss function is used to optimize the model, given 
that FER is a multi-class classification problem. To further address the impact of noisy images on 
training, additional preprocessing steps such as adaptive histogram equalization (AHE) and Gaussian 
blurring are explored. These methods help in normalizing image contrast and reducing noise artifacts 
that could mislead the model.  

 
2.3. Performance Evaluation 

The effectiveness of the trained model is evaluated using multiple performance metrics, including 
accuracy, precision, recall, and F1-score. These metrics provide a comprehensive understanding of the 
model's ability to correctly classify facial expressions across different emotion categories. Given the 
known challenges of datasets, particularly those related to noise, additional evaluation methods are 
incorporated to analyze the impact of synthetic data on model robustness.  

Another critical aspect of the evaluation is comparing the model's performance on specific noisy 
images. Using the classification reports in Tables 3 and 4, we analyze precision and recall values for 
each emotion class. A confusion matrix is constructed to visualize the distribution of true positives, false 
positives, and false negatives across emotion categories. This helps in identifying which emotions are 
most affected by noisy data and whether the addition of synthetic images improves classification 
performance in these cases. A key focus is on whether synthetic data helps mitigate misclassification in 
expressions commonly affected by noise, such as "disgust" and "fear," which have historically exhibited 
lower classification accuracy due to subtle variations in facial features. 

By systematically evaluating the model's ability to handle noise, this study aims to determine 
whether AI-generated synthetic images provide meaningful improvements in accuracy. The findings 
will contribute to ongoing discussions about the viability of synthetic data in deep learning applications 
and addresses key limitations in datasets, including noise, class imbalances, and lack of diversity. By 
leveraging AI-generated images, we seek to enhance the model robustness while providing a structured 
evaluation framework to assess the real impact of synthetic data augmentation. The overall approach is 
summarized in Figure 3. 
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Figure 3. 
The methodological approach of the study. 

 

3. Results 
The results of this study reveal a significant impact of AI-generated synthetic data on the 

performance of a facial emotion recognition model. Given the inherent challenges in real-world datasets, 
including class imbalances, limited diversity, and noise such as blurriness, occlusions, and varying 
lighting conditions, synthetic data has been explored as a potential enhancement. The Juggernaut XL 
model, a state-of-the-art text-to-image generative model, was used to create additional facial images 
that aimed to supplement the existing FER2013 dataset. Unlike traditional data augmentation 
techniques, which modify existing images through transformations like rotation and flipping, AI-
generated synthetic data introduces entirely new images. This approach offers greater diversity in facial 
expressions, environmental conditions, and demographic representation, which are crucial for 
improving model generalization. 

To ensure realistic and diverse synthetic images, we constructed detailed text prompts capturing 
natural variations observed in real-world images. These variations included age, gender, ethnicity, 
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lighting conditions, camera angles, obstructions such as hands, hair, or glasses, and intentional blur, all 
of which can significantly impact the accuracy of FER models. Table 1 illustrates the different variations 
considered in the prompt design process. An example of a generated prompt is: “An image of a child, 
Middle Eastern male with a scowling expression and tight lips, captured in shadowy light, from a side 
angle, covered with hair, with slight blur, expressing anger.”  

This method ensures that the synthetic images closely resemble real-world conditions while 
maintaining a high level of diversity and fidelity in facial expressions. In terms of model accuracy, which 
serves as a fundamental metric for classification performance, the VGG-19 model trained on the original 
FER2013 dataset achieved an accuracy of 65%, whereas the model trained on the augmented dataset 
containing synthetic images obtained a slightly lower accuracy of 63%. This suggests that the inclusion 
of synthetic images did not lead to the anticipated improvement in model performance. 

 
Table 1.  
Natural variations of textures that occur in the images. 

Age Group Gender Ethnicity Lighting Angle Obstructions Blurriness 

Child Male Caucasian Bright Frontal Hands Slight 
Teenager Female African Low Side Hair Moderate 

Young Adult  Asian Shadowy Top-down Glasses  

Middle-aged  Hispanic  Bottom-up Mask  

Elderly  Middle Eastern     

 
A total of 300 synthetic images were generated for each emotion category, which were then 

appended to the FER2013 dataset to form an augmented dataset. The composition of the augmented 
dataset, as shown in Table 2, resulted in a balanced distribution of real and synthetic images across all 
emotion categories. Sample synthetic images generated by the Juggernaut XL model were analyzed for 
quality and consistency before being incorporated into the training pipeline. We trained the VGG-19 
model on both the original FER2013 dataset and the augmented version, which included synthetic 
images. The VGG-19 model, a widely used convolutional neural network for image classification, was 
trained using the Adam optimizer with a learning rate of 0.0001, a batch size of 8, and for 25 epochs.  

 
Table 2.  
FER2013 Dataset augmented with AI generated images. 

Emotion (class) Training Validation Testing Class total 

angry 4231 497 525 5253 

disgust 666 87 94 847 

fear 4344 524 553 5421 

happy 7461 922 906 9289 

sad 5065 682 630 6377 

surprise 3410 450 442 4302 

neutral 5211 637 650 6498 

Total 30388 3799 3800 37987 

 
Additionally, precision, recall, and F1-score results exhibited variability across different emotion 

categories when training on the augmented dataset. The classification reports for both datasets, 
provided in Tables 3 and 4, highlight these differences in performance. While some emotions benefited 
slightly from the additional data, others experienced increased misclassification rates, particularly those 
expressions that require nuanced feature recognition, such as "Disgust" and "Happy."  

One of the primary motivations for integrating synthetic data was to assess whether it could reduce 
the impact of noisy images in the training process. The FER2013 dataset contains a significant number 
of low-quality images, including blurred expressions, occluded faces, and variations in lighting that 
make it difficult for machine learning models to extract relevant features. By generating synthetic 
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images with controlled variations in lighting, angles, and occlusions, we hypothesized that the model 
would learn more robust features and perform better in real-world settings [22].  
 
Table 3.   
The report on classification of the original FER2013 dataset. 

Class Precision Recall F1-score 

Neutral 0.58 0.55 0.56 

Angry 0.50 0.28 0.36 

Disgust 0.59 0.32 0.42 

Fear 0.85 0.87 0.86 

Happy 0.50 0.63 0.56 

Sad 0.75 0.82 0.78 

Surprise 0.58 0.56 0.57 

 
Table 4.   
The report on classification of the augmented FER2013 dataset. 

Class Precision Recall F1-score 

Neutral 0.58 0.61 0.59 

Angry 0.59 0.48 0.53 

Disgust 0.40 0.55 0.47 

Fear 0.90 0.83 0.86 

Happy 0.55 0.47 0.51 

Sad 0.74 0.80 0.77 

Surprise 0.57 0.58 0.58 

 
The results suggest that the synthetic data generated by the Juggernaut XL model did not 

significantly enhance the model performance. One plausible explanation is the quality and realism of the 
synthetic images. Despite carefully crafted prompts, the synthetic images may not have captured the 
fine-grained variations in real-world facial expressions. The presence of artifacts, exaggerated features, 
or inconsistencies in shading and texture could have introduced additional noise rather than meaningful 
training data.  
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Figure 4. 
Confusion matrix of VGG-19 model on the original FER-2013 dataset. 

 
To analyze the effect of synthetic data on noise reduction, confusion matrices, as shown in Figures 4 

and 5, were generated for both the original and augmented datasets. These matrices provide a detailed 
breakdown of true positives, false positives, and false negatives for each emotion category. The model 
trained on the original FER2013 dataset performed well in classifying “Fear” with 777 true positives 
but struggled with “Disgust,” which had a high number of misclassifications. The augmented dataset 
continued to classify “Fear” effectively, with 763 true positives, but performance variations were 
observed for other emotions, particularly “Happy” and “Disgust.” This indicates that while synthetic 
images-maintained performance consistency for certain emotion classes, they did not universally 
improve recognition for complex facial expressions that require subtle feature differentiation. Another 
contributing factor could be the limited diversity in synthetic data despite controlled variations in 
demographics and environmental conditions. While synthetic data generation aimed to enhance class 
balance and representation, it may not have sufficiently accounted for expression dynamics, micro-
expressions, and natural distortions that occur in real facial movements. This limitation could explain 
the marginal decrease in accuracy when incorporating synthetic images [23]. 
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Figure 5. 
Confusion matrix of VGG-19 model on our AI augmented FER-2013 dataset. 

 
This outcome suggests that the effectiveness of data augmentation using synthetic images is highly 

dependent on the quality and realism of the generated images. While the synthetic images were 
carefully designed using prompts to capture diverse demographic and environmental conditions, they 
may not have fully replicated the subtle variations in real-world facial expressions. Instead of providing 
additional useful training data, these images might have introduced noise, making it more difficult for 
the model to extract meaningful features. 

Prior research has demonstrated that GAN-generated images can enhance the model robustness 
and accuracy, particularly in addressing class imbalances. However, these studies often utilize different 
generative architectures and datasets, which could explain the discrepancy in results. GAN-based 
approaches have been shown to produce highly realistic images, whereas the Juggernaut XL model, 
while advanced, may require further fine-tuning to generate images that effectively complement real-
world datasets. Figure 6 illustrates several examples of high-quality synthetic images that may have 
contributed to the observed performance improvement. 
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Figure 6. 
Improved AI-generated images using Juggernaut XL model. 

 
Figure 7 presents the application used for testing the models, allowing real-time evaluation of music 

emotion classification and facial emotion recognition. The interface facilitates emotion mapping and 
dynamic playlist generation based on detected emotional states. The adaptive music player further 
contributed to user experience by dynamically updating playlists in real-time, learning from user 
interactions, and refining its recommendations. The system’s ability to respond to real-time emotional 
changes with a response time of under 2 seconds underscores its practicality for real-world applications. 
Optimizing training strategies, including longer training periods, fine-tuning approaches, and selective 
filtering of synthetic images based on quality assessment, could improve the system’s design. 
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Figure 7. 
The application developed for testing the models. 

 

4. Discussion 
This study examined the impact of AI-generated synthetic images on FER model performance, 

revealing that while synthetic data-maintained performance stability for certain emotion categories, it 
did not significantly enhance accuracy. The findings emphasize the importance of synthetic data realism 
and suggest that further refinements in generation techniques and training methodologies are necessary 
for effective integration. Future research should focus on improving synthetic image quality, increasing 
training epochs, and exploring alternative generative models to maximize the benefits of synthetic data 
augmentation in FER. 

This research aimed to improve the models by incorporating AI-generated synthetic data into the 
training process. Using the Juggernaut XL model, we generated 300 synthetic images for each emotion 
category in the FER2013 dataset and integrated them into the training pipeline of a VGG-19-based 
FER model. The primary objective was to determine whether introducing synthetic images could 
enhance key performance metrics such as accuracy, precision, recall, and F1-score. Given the challenges 
posed by noisy images, class imbalances, and limited diversity in existing FER datasets, synthetic data 
was expected to contribute to generalizable model performance. 

However, our results indicated that the inclusion of synthetic data did not significantly improve the 
model's performance. In fact, the model trained on the augmented dataset with synthetic images 
achieved slightly lower accuracy than the model trained on the original FER2013 dataset. One possible 
explanation for the lack of performance improvement is the limitations of the synthetic images. 
Although AI-generated data can expand the diversity of training datasets, it does not always guarantee 
a perfect representation of real-world expressions. The Juggernaut XL model, despite being an 
advanced generative model, may not have produced images with sufficient realism to enhance FER 
performance [24]. Previous studies have demonstrated that synthetic images generated by GANs or 
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diffusion models can improve models, particularly by addressing class imbalances. However, these 
studies often rely on highly refined generative techniques and extensive post-processing to ensure the 
quality of synthetic images. The discrepancies between our findings and prior research suggest that 
generative models must be optimized further to produce high-quality images that closely mimic natural 
facial expressions [25]. 

Several experimental limitations may have also contributed to the lack of performance gains. One of 
the main constraints was the training duration of the VGG-19 model. Due to hardware limitations, the 
model was trained for only 25 epochs, whereas the original segmentation VGG-19 model achieved 
optimal performance after 67 epochs. Given the complexity of FER tasks, a longer training duration 
may have allowed the model to better adapt to the synthetic data and extract more meaningful features 
from it. While generating 300 synthetic images per emotion category provided a substantial 
augmentation, this number may still be insufficient to significantly impact the training process. A larger 
dataset with more variations in facial expressions and environmental conditions could lead to better 
generalization and improved recognition performance. 

Future research should explore multiple strategies to maximize the potential of synthetic data in 
FER. Improving the quality and realism of synthetic images through advanced generative models is a 
crucial first step. While the Juggernaut XL model provided a useful baseline, exploring alternative 
architectures such as diffusion models or StyleGAN could yield higher-fidelity images that better 
capture the complexities of human facial expressions. High-quality synthetic images that accurately 
mimic real-world variations can enhance model robustness, making FER systems more reliable in 
practical applications [26]. One potential approach is using an automated filtering mechanism to assess 
the realism of generated images before integrating them into the dataset. This could be achieved 
through discriminator networks that score the quality of synthetic images or through human-in-the-
loop verification processes [27]. Another promising direction for future research is leveraging more 
advanced fine-tuning techniques to train models entirely on synthetic datasets. One such technique is 
DreamBooth, which fine-tunes a diffusion model using only a small number of real images to generate 
highly realistic synthetic data. DreamBooth allows models to learn details from a small dataset while 
maintaining high consistency in generated images [28]. 

A key challenge in integrating synthetic data is ensuring that it complements real-world images 
rather than distorting the training distribution. Increasing the volume and diversity of synthetic images 
is another promising direction. While this study generated a fixed number of synthetic images per 
emotion category, future research could investigate the impact of varying the number of synthetic 
images to determine the optimal ratio of real to synthetic data. Fine-tuning strategies such as transfer 
learning, domain adaptation, and feature alignment techniques could also be explored to ensure that 
synthetic images contribute positively to model performance rather than introducing additional noise 
[29]. Also exploring adversarial training techniques, where a FER model is trained alongside a 
generative model to improve its ability to distinguish between real and synthetic expressions, could lead 
to more robust results. 

 

5. Conclusion 
This study investigated the impact of AI-generated synthetic data on facial emotion recognition 

model performance by integrating synthetic images generated using the Juggernaut XL model into the 
FER2013 dataset. The primary goal was to determine whether synthetic data could enhance model 
accuracy, precision, recall, and F1-score by mitigating the limitations of real-world datasets, such as 
class imbalances, noise, and limited diversity. However, the results indicate that the inclusion of 
synthetic images did not significantly improve the model’s performance. Instead, the model trained on 
the augmented dataset achieved slightly lower accuracy compared to the one trained on the original 
FER2013 dataset. 

One of the key findings is that the effectiveness of synthetic data for FER is highly dependent on the 
quality and realism of the generated images. Despite carefully designed prompts to capture diverse facial 
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expressions and demographic variations, the synthetic images may not have sufficiently replicated the 
subtle complexities of real-world facial expressions. This suggests that, while synthetic data can 
increase dataset diversity, it may also introduce noise if the images lack fidelity to natural human 
expressions. The training duration was limited to 25 epochs due to hardware constraints, which may 
have affected the model’s ability to fully leverage the synthetic data. The number of synthetic images 
generated per emotion category, while substantial, may also not have been sufficient to provide 
meaningful improvements. 

Future research should explore alternative generative models, such as diffusion models or 
StyleGAN, which have demonstrated the ability to produce higher-quality, more realistic images. 
Optimizing training strategies, including longer training periods, fine-tuning approaches, and selective 
filtering of synthetic images based on quality assessment, could enhance the effectiveness of synthetic 
data augmentation in FER. Another promising avenue is the development of advanced techniques such 
as DreamBooth to fine-tune diffusion models for datasets. Such methods could allow models to learn 
from a small number of real images while generating high-fidelity synthetic data that more accurately 
mimics real-world variations. In conclusion, the findings from this study suggest that further 
improvements in synthetic image generation and optimization are necessary before AI-generated data 
can fully replace or significantly enhance traditional datasets.  
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