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Abstract: With the advancement of science and technology, many technologies are gradually being 
used in various aspects. In terms of sports, computer vision has been comprehensively utilized, making 
training more effective. Human pose estimation reflects various information regarding the dynamics of 
the body by establishing the similarity between different parts of the human body, such as angles and 
positions. The purpose of this paper is to study a computer vision estimation algorithm based on 
wireless human pose and to combine it with image processing. By scanning human body information 
through the computer, basic information about the person and the corresponding images can be 
obtained, allowing for the estimation of human joint posture. In terms of methodology, compared with 
traditional training methods, the results showed that training under computer vision improved the 
accuracy of joint data by 16%, the accuracy of coaches' judgments on athletes by 15%, and the 
performance of students by 14.8%. In conclusion, it was also shown that the auxiliary training system 
based on wireless computer vision was beneficial to the training of athletes and could help trainees train 
more scientifically and effectively. 

Keywords: Auxiliary training system, Computer vision, Pose estimation, Visual estimation algorithms, Wireless human pose. 

 
1. Introduction  

In the traditional sports mode, it is generally after a long period of training, or the coach's 
experience is used to judge whether the training is qualified. However, with the discovery of computer 
vision technology, intelligent training methods have been adopted one after another. According to the 
intuitive information transmitted in the computer, various information data of athletes can be directly 
learned. This technology can help coaches train better and give more reasonable training guidance. 

The application of computer vision technology in physical education is still in its infancy. This paper 
mainly studies computer vision techniques in sports training. By detecting and tracking the motion 
characteristics of the moving human body, it can analyze the motion posture and provide training 
suggestions. An upgrade can be made in the previous sport mode. Judging by the results of the above 
research, it can be found that the research has great application potential in theory, science and 
engineering. 

In this paper, an auxiliary training system under computer vision is introduced through the 
shortcomings of traditional training methods. The comparison is mainly made in three aspects: the 
accuracy of the coach's judgment on the athlete, the athlete's performance, and the accuracy of the joint 
data. It is found that the accuracy of joint data for traditional training is about 72%, but the accuracy of 
joint data for training under comp*uter vision is about 88%. The accuracy of the coach's judgment on 
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the athlete has also been improved, and the performance of the athlete has also been improved, which 
also shows the scientificity and efficiency of the auxiliary training system. 

 

2. Related Work 
The auxiliary training system is a system that helps sports athletes in training. It mainly uses 

technology to provide scientific training guidance to trainers, which plays an important role in athletes. 
Through an understanding of the problem of muscle damage in sports, Liu X developed a squat training 
assistance system with MPU9250 as the core. The system utilized embedded technology and the cloud 
structure of the recurrent neural network to analyze the data and monitor the deep training. The results 
were fed back to the mobile APP to achieve correct guidance for each step, which can truly display the 
user's recovery status 

[1]. PCA and KPCA are an unsupervised learning method. They maximize the overall variance to 
the greatest extent possible while ignoring both intra- and inter-class information. In response to this 
problem, Chen S proposed a simple and efficient method to improve the performance of PCA and 
extended it to KPCA. The algorithm used an intra-class training sample based on linear interpolation. 
Experiments showed that the algorithm was effective [2]. Athletes are trained mainly to improve their 
performance and personal level. In training, coaches also have their own training methods to help 
athletes reach their goals. Li C had a different idea, and proposed a new view of training methods in 
sports based on computer technology. Through the use of computer data and technology, scientific 
training was provided, and a new training mode was given [3]. Physiological data played a very critical 
role in the athlete's training and competition. The system was divided into hardware layer, data 
processing layer, algorithm layer and interface layer. At the hardware level, Xiong D used Berkeley's 
Tricorder platform. The data processing layer integrated data from individual sensors into the adapter 
schema. The test results showed that the system could better help coaches to monitor and analyze the 
training and training status of athletes [4]. Scholars have carried out a series of researches on auxiliary 
training systems, but not through computer vision estimation algorithms.  

In the estimation of human body posture, many scientists have also conducted in-depth research on 
it. Pei Yean L believed that through computer technology, the human body can be traced, a model shop 
can be established, and various information of the human body can be mapped in the 3D model. This 
problem was a class of unconstrained optimization problems with special orthogonal and conic 
intersections, which could make full use of the fundamental parameter space. A direct proof of local 
quadratic convergence to the optimal solution was given. In the process of 5-10 iterations, the algorithm 
can significantly reduce the error of attitude estimation, and can reach the global optimum in 5-10 
iterations [5]. Head pose estimation has been a frequently discussed topic, and it has recently attracted 
attention. It has potential for human-computer interaction, augmented reality and driver assistance. 
However, most of the current work is carried out in a controlled environment and does not have good 
stability. In response to the above problems, Patacchiola and Cangelosi [6] proposed a new technology 
based on convolutional neural network, and introduced deep learning technology on this basis. The 
research results showed that the head pose could be effectively estimated using the CNN algorithm and 
the adaptive gradient method [6]. The Mirage algorithm is a linear time-domain algorithm capable of 
analyzing and solving multi-camera pose parameters. This method uses the reference camera pose to 
minimize the two-dimensional projection error between the reference and the real pixel coordinates, so 
as to obtain the pose. DincS had a comprehensive review of Mirage. Experiments were conducted with 
and without noise using simulation and actual data. Experimental results showed that Mirage could 
produce better fast and accurate results in various test environments [7]. The various methods used by 
scholars in pose estimation are not carried out under the wireless human pose computer. In this regard, 
this paper used the method of visual estimation to assist athletes' exercise training based on the wireless 
human posture computer.  
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3. Establishment of Auxiliary Training System 
3.1. Human Pose Estimation Algorithm 

The standard of the algorithm is mainly to see whether there is a model, and the algorithm mainly 
adopts the method of combining statistical learning and matching [8]. Based on the distribution of 
plane and space, the pose estimation of the human body can be divided into two types. Model-based 
human pose estimation algorithms mainly rely on related motion information and image segmentation 
techniques. And due to the limitations of the human body model, in general, a model can estimate a 
specific action well. Therefore, model-based approaches for motion analysis and behavioral 
understanding can be used for continuous or single images. The method is not constrained by the model 
and is not limited to pose estimation, and is suitable for the analysis and retrieval of a large amount of 
image data. Model-free pose estimation algorithms can be continuously trained and learned from 
indexed image data. Therefore, the effect of pose estimation is better. However, this requires more time 
to train, more samples, and better training algorithms. 

Human motion analysis faces many problems [9]. The goal of human motion feature extraction is 
to extract the three-dimensional pose information hidden in the image from the image. The extraction 
of human motion features is based on the motion posture and delineation points, and is also an 
important link in the realization of human body posture estimation. The movements of the human body 
are complex, and there are problems such as mutual occlusion between the limbs, so it is a very difficult 
problem to extract the movement features of the human body in real time and accurately. The key to 
human pose estimation is to realize the relationship between human features and human poses. The 
posture parameters of the human body are mostly dozens or hundreds, which is a multi-parameter state 
variable. Therefore, how to select appropriate features, establish appropriate human model to describe 
these multi-dimensional state variables, and give the corresponding relationship between them is very 
important. The main content of this paper is to use wireless technology to realize the auxiliary training 
system of human pose estimation. The focus of this paper is object detection, feature extraction, and 
human pose estimation [10]. The implementation steps are shown in Figure 1. 
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Figure 1.  
Implementation steps. 

 
3.2. Image Acquisition and Attitude Data Extraction 

This article uses Kinect's 3-D sensor to collect data. The system can simultaneously acquire depth 
and color images, and process the acquired depth images to obtain the key parts of the human skeleton 
[11]. This article uses a golf ball as an example. The image data acquired by the Kinect sensor is input 
into the subsequent golf training system. Then, an algorithm verification platform is established based 
on the pose data of the five key points extracted by the Kinect sensor, and compared with the method 
described in this paper. Using Win7x86+VS2008+ Kinect+OpenNI1.5.2+OpenCV2.2.4, Kinect driver 
can be written on this platform and used in Xbox. This technology can capture moving images from 
different angles, and the frequency of motion and the number of frames can be captured very accurately 
[12]. When tracing the human skeleton, it needs to be positioned by a specific technique [13]. By 
calibrating important parameters and information, the specific technology can carry out the information 
of various positions in the past. The GetSkeletonJoint() function is used to obtain the above coordinate 
information, the Kinect camera coordinate system can be used, and ConvertRealWorldToProjective can 
be used to map the coordinates to the screen coordinate system to make it more intuitive. The 
information obtained by this method is stored for subsequent use. 
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3.3. Motion Detection 
The main work of motion state detection is to record and analyze the motion state information. The 

method extracts the object to be searched according to the geometric and statistical properties of the 
object by processing the image. Effective extraction of human objects and features is an important part 
of pose estimation. Firstly, the feature extraction and common target detection are briefly introduced, 
and their advantages, disadvantages and application environment are analyzed. 

The success or failure of analytical methods mainly depends on the features they use, such as color, 
texture, shape, edge gradient, spatiotemporal relationship, etc [14]. Color is a very commonly used 
image property. Texture and color are an integral feature that has the same mechanics, except that it is 
based on multiple pixels. 

Shape contour feature: A basic visual feature of describing an image is the shape of the object. The 
shape outline has certain semantic information, which is a higher-level feature than the color feature and 
the texture feature. 

Edge gradient characteristics: In the analysis and research of human motion characteristics, the 
gradient direction histogram and SIFT characteristics are commonly used [15]. Oriented gradient 
histogram is a feature descriptor used in image processing and computer vision. It mainly forms features 
by counting and calculating the gradient direction and size of the local area of the image, thereby 
obtaining the statistical information of the image gradient. In the specific implementation, the concept of 
graphics is introduced. Based on the basic unit, a histogram of gradient directions can be constructed 
according to the gradient of each pixel or the direction of the edge. Their histograms are then combined 
into a large block and normalized within the block to form a feature description. Compared with other 
feature description methods, HOG has good invariance and can process local squares in images. SIFT is 
a method based on LaplacianofGaussian approximation. The method has the characteristics of fast 
operation speed, rotation invariance and scale invariance. There are many operation steps in the SIFT 
algorithm. First, a scale space is constructed, which is an initialization operation. Then, by 
approximating with LaplacianofGaussian, the extreme points of the scale space are detected. Next, the 
edge and the extreme point with poor brightness are assigned to 128-dimensional direction parameters 
respectively, so that the operator's rotation remains unchanged. Finally, through the scale and rotation 
invariance, the feature keypoint descriptor of SIFT is obtained.  

Region spatial properties [16]: The algorithm does not require modelling of the background, nor 
pre-detection and tracking. Therefore, it has been widely used in human motion recognition, scene 
recognition and other fields. In video images, the local spatial characteristics of space are used to 
describe the shape and motion characteristics of objects, and a relatively independent expression method 
of space and spatial characteristics is proposed. The motion analysis based on the local spatial 
characteristics of space usually adopts the optical flow method, which calculates the motion information 
between each frame according to the temporal change of each pixel in the image sequence and its 
correlation, thereby judging the correspondence between each frame. It is effective to use optical flow to 
capture a change in motion. The optical flow method is best at detecting the general shape and 
orientation of moving objects. In order to obtain an accurate and complete target surface profile, the 
optical flow method must be optimized, or other methods must be used [10]. The following is a detailed 
summary of two common target detection algorithms.  

The working principle of background subtraction [17]: Background subtraction is a special frame 
difference method. Once the background model is established, a rough outline of the foreground object 
can be obtained by comparing and multiplying the existing image and the background model. The basic 
idea of background subtraction is: the background remains unchanged, or the background does not 
change with the number of frames. The grayscale difference between the pixels corresponding to the 
current frame and the background image can be compared to detect the shape of the object. Its use flow 
chart is shown in Figure 2.  
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Figure 2.  
Flow chart of background subtraction method. 

 
The background image may be expressed in such a way that its order is expressed as to indicate the 

positional coordinates of the image, to indicate the frame number. The differential image may be 
obtained by the grayscale values of the respective frames and the grayscale of the background image. 
Noise in the process is removed by thresholding the image, and the specific formula is: 

D(x, y) = {
1, (I(x, y) − B(x, y)) ≥ T
0, (I(x, y) − B(x, y)) < T

 (1) 

The thresholded pixel points are eliminated by drawing points in the current picture frame within 
the prescribed interval of the threshold value. And this method can also act on the point capture of 
human motion, and eliminate the points outside the bounds in the picture to obtain the difference. 

The method of frame number difference is to deal with the thresholding of points captured in 
motion scenes and the same number of frames in the case of similar background [18]. Through the 
obtained information, the state of human movement can be analyzed. The steps are similar to Figure 2, 
which can be expressed as: 

𝐷𝑘(𝑥, 𝑦) = |𝐼𝑘(𝑥, 𝑦) − 𝐼𝑘−1(𝑥, 𝑦)| (2) 

𝐹𝑘(𝑥, 𝑦) = {
0, 𝐷𝑘(𝑥, 𝑦) ≤ 𝑇

255, 𝐷𝑘(𝑥, 𝑦) ≥ 𝑇
 (3) 

 
3.4. Model-Based Human Pose Estimation 

Model-based human pose estimation methods play a key role in the pose estimation and tracking 
process [19]. The method is to build joint trees or other complex models of human targets. By 
capturing the data information under the motion of the human body, the model parameters of the 
response are established, the parameters of the human body model are obtained, and finally the purpose 
of human body pose estimation is realized. It is a top-down approach. 

In the case of model parameters, the moving information points can be processed to control the 
required points within a certain range. There are three types of model construction, which are generally 
constructed through the shape of the human body. The human body shape is also an important 
parameter in the modeling of the human body, which affects the main points, bone points and joint 
points in the modeling, as shown in Figure 3.  
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Figure 3.  
Human body structure model diagram. 

 
In the established model, the main thing is the key points in it, which is the most concise 

expression of human body structure [20]. There are two kinds of graph structure modes: one is tree 
graph structure mode, and the other is non-tree mode. 

In human pose estimation, its main content is to map the obtained human body dynamic data, and 
compare the mapped map with the standard parameters to obtain the best model parameter points. 

The goal is to make pose maneuverability and search range smaller. Human pose estimation based 
on wireless technology is to search and solve the space with more poses, the best data parameters can be 
obtained from the comparison. Many researchers take human behavior as the theoretical basis for the 
continuous evolution of time series relationships, and build a dynamic mathematical model through 
methods such as the Gaussian method to simulate a variety of situations. Its main method is to simulate 
some unreachable movements of the limbs in the state of motion of the human body. 

The pose estimation algorithm of this model not only has high estimation accuracy, but also can 
use the existing knowledge for modeling, which has good universality. However, the disadvantage is 
that the posture parameters of the human body are multi-dimensional state variables, which must be 
searched and matched in high-dimensional planes. The real-time performance is poor, the optimization 
speed is slow, and the noise and errors gradually increase in the search process, and it is difficult to 
restore, resulting in the failure of attitude estimation. 

Based on the attitude estimation in the model parameters, it is necessary to perform multiple 
queries on the data points, and the query time is relatively long. Therefore, it is difficult to determine its 
timeliness. In the case of no model parameters, it takes less time to accurately find reasonable data. 
However, the calculation process is still relatively complicated, and the various costs are relatively large. 
Through these methods, accurate information in the case of human motion can be obtained. The 
schematic diagram is shown in Figure 4.  
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Figure 4.  
Schematic diagram of pose estimation 
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First, through Canny's edge extraction, its edges are obtained. Then, the information obtained by 
computer vision is calculated, and the positions of key parts of the human body are obtained, so as to 
realize the estimation of human body posture. Its main contents are: 

The contour lines are extracted from the human body. The image is smoothed with a Gaussian 
filter, which can effectively remove noise. There are two ways to implement Gaussian filtering. One is to 
use a one-dimensional Gaussian kernel to perform secondary weighting respectively. A one-shot 
convolution method is used, which is done at the core of a 2D Gaussian. 

The one-dimensional Gaussian kernel function is: 

K =
1

√2πσ
e

x2

2σ2 (4) 

By determining the parameters, a one-dimensional kernel vector can be obtained. 
The two-dimensional Gaussian kernel function is: 

 K =
1

√2πσ2
e

x2+y2

2σ2  (5) 

By determining the parameters, a two-dimensional kernel vector can be obtained. 
The first order difference computes the magnitude and direction of the gradient. Two matrices of 

partial derivatives in the two directions of X and y can be calculated by the finite difference of the first-
order partial derivatives, and the gradient of the gray value of the image can be approximately 
represented by the first-order difference. The expressions of the image gray value gradient are shown in 
Formulas (6) to (10). 

𝐻1 = |
−1 −1
1 1

|  𝐻2 = |
1 −1
1 −1

|  (6) 

𝜏1(𝑚, 𝑛) = 𝑓(𝑚, 𝑛) ∗ 𝐻1(𝑥, 𝑦) (7) 

𝜏2(𝑚, 𝑛) = 𝑓(𝑚, 𝑛) ∗ 𝐻2(𝑥, 𝑦) (8) 

τ(m, n) = √𝜏1
2(m, n) + 𝜏2

2(m, n) (9) 

𝜃𝜏 = 𝑡𝑎𝑛−1 𝜏2(𝑚,𝑛)

𝜏1(𝑚,𝑛)
 (10) 

Among them, the Canny algorithm is used, where 𝐻1 and  𝐻2 represent the factors in the algorithm, 
and the main influence is the amplitude and trend of the edge. 

Gradient magnitudes are subjected to non-maximum suppression. Only through the amplitude and 
movement of the edge, the position cannot be completely understood, and the situation of the edge 
needs to be controlled before it can be used as the real edge data. This step is a critical step in the 
detection, as shown in Figure 5. The principle of non-maximum suppression is described below. 
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Figure 5.  
Schematic diagram of non-maximum suppression. 

 
The direction of point C can be seen from the slope of the straight line, and its edge is the covered 

area and the range of values. At the intersection point, the values of each area are compared to 
distinguish whether the point is an edge or not. When point C is below the intersection, it is the largest 
in the area, otherwise it is the boundary. 

The graph at the high point has a small number of edges, and the graph at the low point forms 
connections to close the edges. 

Automatic extraction of joint points: After an edge is obtained, it becomes a tightly connected pixel 
point, which contains a series of position information. In order to obtain ideal human joint data, this 
paper performs edge processing on it. In the human skeleton model, it has certain representativeness 
and characteristics, representing the head, shoulder, elbow and other parts respectively. These joint 
points are arranged in a certain order to form a person's joint points, as shown in Figure 6. 
 

 
Figure 6.  
Human 2D skeletal model. 
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In Figure 6, the numbers are 1 to 15, and the corresponding relationship with each joint point of 
the human body is shown in Table 1. The length ratio constraint refers to the ratio of the length of each 
limb of the human body to the height. If the height of the human body is L, the length ratio constraints 
of the human body are shown in Table 2. 
 
Table 1. 
Correspondence of each joint point of the human body. 

Human Skeleton Model Label Corresponding node Human Skeleton Model 
Label 

Corresponding node 

1 Head 9 Right wrist 

2 Neck 10 Left hip 
3 Chest 11 Left knee 

4 Left shoulder 12 Left foot 
5 Left elbow 13 Right hip 

6 Left wrist 14 Right knee 
7 Right shoulder 15 Right foot 

8 Right elbow   

 
Table 2.  
The relationship between the proportions of each bone and joint in the human body. 

Limb joint labels Relative skeleton length 
1-2 0.1L 

2-3 0.1L 

2-4，2-7 0.127L 

4-5，7-8 0.2L 

5-6，8-9 0.245L 

10-11，13-14 0.273L 

11-12，14-15 0.284L 

 
At the edge, a horizontal line should be drawn from the bottom to the top, and then it should be 

translated in the direction of the straight line, because the soles of the feet are at the center point and are 
opposite. Thus, two intersection points are formed where the horizontal line and the edge of the outline 
meet. The intersection from left to right represents the turning point of the left foot and the right foot, 
respectively. At this time, the position coordinate on the horizontal axis is H1. A horizontal line is 
drawn on the horizontal line, and then moves in the direction of the straight line. When the level line 
and the edge of the outline intersect, this point is used as the head point. At this time, the position 
coordinate on the horizontal axis is H2. Then the height detected at this time is the difference between 
H2 and H1. 

According to the length ratio of the human body, the lengths of the foot and knee joints are 0.284 L 
and 0.273 L, respectively. A horizontal direction on the sole of the foot is made and moved up 0.284 L in 
a straight line. Four intersection points between the horizontal plane of the human body and the 
boundary contour image of the body are obtained, and the joint points of the left knee and the right knee 
are drawn at the center points of the two intersection points. Then, the position of the foot joint point to 
the knee is calculated. If it is not within the human scale factor, other location information can also be 
calculated by calculating the nodes. 

A vertical line is drawn on the left, moving from left to right. The intersection of the vertical line 
and the left side is left off, the length of the hand and elbow is 0.245 L, and the length of the elbow and 
shoulder is 0.2 L. A vertical line is drawn from the hand joint point to move it 0.245 L to the right. 
From top to bottom, the left elbow is took as the starting point, and moved 0.2 L to the right from the 
elbow, and took the vertical line as the left arm. Similarly, the key parts of the right hand can also be 
obtained.  
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4. Comparison between Auxiliary Sports Training System and Traditional Training 
In this paper, VC2008 combined with Open CV image processing library is used to extract the joint 

data of athletes. The training system based on the wireless human pose computer vision estimation 
algorithm is compared with the traditional sports training, and the number of training is three times. It 
mainly compares the accuracy of the athlete's judgment by the coaches, the athlete's performance, and 
the accuracy of the joint data, to judge whether the auxiliary training system under computer vision can 
provide better scientific guidance. 

The information of joint data can reflect the situation of athletes during training, and can be 
displayed more intuitively, which is of great benefit to coaches. The comparison chart of the joint data 
accuracy of traditional training (indicated by # in the Figure) and the accuracy of joint data based on 
computer vision (indicated by * in the Figure) is shown in Figure 7. 

 

 
Figure 7.  
Comparison of joint data accuracy. 

 
From the two sets of comparison charts, it can be found that the accuracy of the training joint data 

based on computer vision has been greatly improved compared with the traditional training joint data. 
The accuracy of the joint data for traditional training was about 72%, but the accuracy of the joint data 
for training under computer vision was about 88%, and the accuracy was improved by 16%. It also 
shows that training under computer vision is more conducive to the scientific training of athletes. 

The accuracy of the coach's judgment on the athlete is also an important reference in sports. It is 
also an injury to the athlete if the coach leaves the athlete with poor functioning. Coaches can also guide 
more effectively when they understand the athlete's body. Figure 8 shows a comparison chart of the 
accuracy of coaches' judgment on athletes. 
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Figure 8.  
Comparison of the accuracy of coaches' judgments. 

 
Through two sets of data, it is found that compared with traditional training, the accuracy of the 

coach's judgment on the students is largely based on experience. The traditional training mode was only 
67% accurate. The accuracy of the auxiliary system under computer vision has reached 82%, and the 
accuracy has increased by 15%, which also shows that the auxiliary training system based on computer 
vision is more conducive to training. 

The accuracy of the training joints and the two main purposes of the coaches are to improve the 
performance of the players, which is the ultimate goal. The performances of the players' explosive 
power, balance, and sense of rhythm were compared, and the comparison chart is shown in Figure 9. 

 

 
Figure 9.  
Score comparison. 

 
Through the results of the trainees, it was found that the trainees of traditional training generally 

scored 74 points. However, with the help of auxiliary training under computer vision, the student's 
score was 85 points, an increase of 11 points, and an increase of 14.8% in the score, which also shows the 
effectiveness of the system. 
 

5. Conclusion 
By adopting a new posture calculation method, the movement posture of the coach and the athlete 

can be adjusted very well, and suitable movement limb data can also be provided, which provides 
intuitive exercise analysis guidance for trainers. Through the description of the calculation method of 
human body pose, and on the basis of the above research, combined with the needs of the subject, a pose 
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estimation method based on computational vision is proposed to realize the estimation of the two-
dimensional pose parameters of the human body in the sequence pictures. Mainly through the accuracy 
of training joints, the accuracy of the coach's judgment on the athletes, and the students' performance 
are compared. The results show that the auxiliary training system based on computer vision is helpful 
to the training to a great extent, and it can also make the students train more scientifically. The 
inadequacy of the paper is that the matching method of computer vision is not explained, because of time 
and space reasons, and there is no detailed description of the human body pose estimation without the 
model, and it is simply taken. It is also hoped that further in-depth research by relevant scholars in the 
follow-up can also provide trainers with the best training methods and scientific training systems. 
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