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Abstract: Hands play a vital role in human-computer interaction. However, ambiguity arises when 
multiple hand gestures appear within the same frame, leading to misinterpretation in gesture-controlled 
systems. This study proposes a hybrid method combining MediaPipe Hands (MPH) and a modified 
YOLO framework to isolate a single control hand using a visual marker. MPH detects hand landmarks, 
and YOLO identifies whether the hand contains a marker. Experiments involving 800 test videos 
showed that the method achieved 97.5% accuracy in correctly identifying the controller hand across 
various visual conditions. The proposed approach contributes to the robustness and precision of real-
time gesture-based control systems. 
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1. Introduction  

The human hand is one of the most frequently utilized body parts in everyday activities [1, 2]. 
Among its many functions, the hand serves as an effective medium for nonverbal communication, 
facilitating the expression of meaning through specific gesture patterns [3]. 

With the advancement of digital and computing technologies, the role of the hand has expanded 
significantly, particularly as a direct operational interface for various digital systems. Hands have been 
employed in a broad range of control applications, including computer command execution [4, 5] 
television set control [6] light level control of lamps [7] robot motion control [8] speaker sound scale 
control [9] sign language recognition [10] area access security [11] and so on. 

Typically, a hand intended for control is visually captured through a camera device. The captured 
hand image is then processed to interpret the intended gesture, which is subsequently translated into an 
executable command corresponding to that gesture [12]. However, a significant challenge arises when 
more than one hand appears within the same visual frame. This condition introduces potential 
ambiguity, which can adversely affect recognition accuracy and system reliability. 

MediaPipe Hands (MPH) is a popular framework that works to find the hand to wrist area [13]. 
YOLO is a popular framework that has the working characteristic of marking similar objects or uniform 
objects that appear in one frame [14]. YOLO needs special treatment when it comes to marking or 
locking only one object among a number of similar objects or a number of uniform objects. In 
accordance with its role and training, YOLO will work and try to find all objects that have similarities 
with its training data [15].  

This research proposes a method for isolating a specific target hand from among multiple visually 
similar hand objects by combining MediaPipe Hands (MPH) for hand localization and YOLO for 
marker-based identification. The objective is to enable selective hand recognition, ensuring that only the 
designated controller hand is processed while disregarding others. This approach is expected to enhance 
the reliability of gesture-based control systems and support applications such as sign language 
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recognition for individuals with special needs or elderly users, as well as gesture-driven access 
authentication. 
 

2. Literature Review 
Based on the literature we reviewed, there appears to be a lack of studies that directly address the 

challenge of isolating a single target hand from among multiple visually similar hand objects. In 
particular, we found no prior work that explores this problem through the integration of Media Pipe for 
landmark detection and YOLO for marker-based classification within the same framework. 

In the domain of computer vision applied to hand gesture recognition, gesture detection [16] and 
segmentation [17] are fundamental operations for characterizing hand presence in visual input. Some 
methods achieve high detection accuracy, exceeding 95% [18] and demonstrate strong segmentation 
performance [8]. However, these approaches often suffer from delays, particularly during object locking 
or visual tagging [19] which are further worsened under dynamic conditions such as hand movement 
[20].  

YOLO-based models have shown strong performance in object detection tasks, including hand-
related applications [21]. Nonetheless, YOLO’s default behavior is to detect all similar or uniform 
objects within a frame indiscriminately [22] limiting its use in selective hand recognition scenarios.  

Several studies have integrated YOLO with hand gesture recognition. Ye, et al. [23]  proposed a 
YOLOv3-based model combined with PCA and Bayes classifiers to improve classification accuracy 
using single-hand input. Mujahid, et al. [24] implemented a YOLOv3 system with Pascal VOC for hand 
gesture recognition, reporting accuracy, precision, recall, and F1-scores of 97.68%, 94.88%, 98.66%, and 
96.70%, respectively.  

Chang, et al. [25] deployed a YOLO-based gesture recognition model on edge devices using 
Kubernetes, focusing on dynamic hand gestures from single-hand inputs. Similarly, Wibowo and 
Sugiarto [26] utilized YOLOv5 for recognizing hand symbols in human-computer interaction, also 
limited to single-hand data.  

Based on the literature we reviewed, there appears to be a lack of studies that directly address the 
challenge of isolating a single target hand from among multiple visually similar hand objects. In 
particular, we found no prior work that explores this problem through the integration of MediaPipe 
Hands for landmark detection and YOLO for marker-based classification within the same framework. 
 

3. Method 
MediaPipe Hands (MPH) is a hand-tracking framework developed by Google and introduced by 

Zhang, et al. [13] at the Fourth Workshop on Computer Vision for AR/VR. The framework is 
designed to detect and localize hand and wrist regions in real-time by constructing a topological model 
of hand joints using 21 landmark points across the hand surface as illustrated in Figure 01.  
 

 
Figure 1.  
21-point hand construction marker (Taken from Google MediaPipe Hands). 

 
YOLO (You Only Look Once) was first introduced by Redmon [14] at the IEEE Conference on 

Computer Vision and Pattern Recognition [25]. It is a real-time object detection algorithm that 
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leverages a Convolutional Neural Network (CNN) to perform a single forward pass over the entire 
image, enabling simultaneous prediction of object classes and bounding boxes. As implied by its name, 
YOLO processes the input image in one pass, making it highly efficient for real-time applications. An 
overview of the YOLO workflow is illustrated in Figure 02. 

 

 
Figure 2.  
Flowchart of object detection process in YOLO Ge, et al. [21]. 

 
The YOLO algorithm applies a convolutional neural network (CNN) to divide an input image into a 

grid structure, predicting bounding boxes and class probabilities for each grid cell. Each bounding box 
is defined by five parameters: the x and y coordinates (center point), width, height, and a confidence 
score indicating the likelihood of object presence. The output dimension is typically expressed as S × S 
× (B×5 + C), where S is the number of grid divisions, B is the number of bounding boxes per grid cell, 
and C is the number of object classes. All bounding box attributes are normalized to values between 0 
and 1, with coordinate normalization based on the grid cell's top-left corner and size normalization 
relative to the full image dimensions. 

Given the characteristics of MediaPipe Hands and YOLO, the proposed approach aims to rapidly 
localize hand regions and selectively identify the marked hand. This study explores the integration of 
the MPH–YOLO framework to support real-time applications involving hand-based control. 
Modifications are introduced to enable YOLO to focus on detecting only one designated object among 
multiple visually similar instances. 

To achieve object-level locking, the YOLO framework is extended to mark only a single hand object 
within a frame. A schematic of the proposed enhancement is presented in Figure 03. 
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Figure 3.  
Flowchart of MPH-YOLO approach. 

 
The input data in this study consists of short-duration hand gesture videos, each ranging from 3 to 

5 seconds and recorded at 25–30 frames per second (fps). These videos were specifically selected to 
represent diverse lighting conditions, including normal room lighting and low-light environments, in 
order to evaluate the robustness of the proposed modified YOLO method. The dataset comprises both 
single-hand gesture scenes and multi-hand configurations within the same frame. This variation is 
intended to simulate real-world interaction scenarios and test the method’s ability to isolate the target 
hand accurately. The inclusion of multiple hand instances also serves to assess the selectivity of the 
system in distinguishing and locking onto only the designated hand gesture. 

The input videos in this study are categorized into two distinct groups based on the number of 
visible hands in each frame. The first group consists of videos containing only a single hand performing 
specific gesture movements. The second group includes videos where multiple hands appear 
simultaneously, allowing evaluation of the system's ability to isolate the intended target hand amidst 
visual clutter. This classification is designed to simulate both ideal and complex real-world scenarios. 
Representative samples from each video group are illustrated in Figure 04.  
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Figure 4.  
Example of 1-hand and multi-hand visual data input. 

 
The total amount of hand gesture video input data that will be provided is 3000 data in the form of 

both primary datasets and secondary datasets. The secondary dataset that will be used is taken from the 
HaGRID hand gesture dataset [27] the 20bn Jester Hand dataset and IPN Hand Dataset [28]. 

HaGRID dataset stands for HAnd Gesture Recognition Image Dataset. The size of HaGRID is 
716GB and the dataset contains 552,992 FullHD (1920×1080) RGB images divided into 18 gesture 
classes. In addition, some images have a no gesture class if there is a free second hand in the frame. 
These additional classes contain 123,589 samples. The data is divided into 92% training, and 8% testing 
assigned based on the subject's user id, with 509,323 images for training and 43,669 images for testing. 
The 20bn-Jester Hand database has a total of 71724 training data and 9036 validation sample data. The 
image size is 100x100 with 36 frames. The IPN Hand Dataset contains over 4,000 example gestures and 
800,000 frames from 50 subjects, 13 classes of static and dynamic gestures. 

The secondary dataset comprises hand gesture video inputs that were independently collected and 
constructed during the course of this research. These videos were developed to complement existing 
datasets and to simulate varied gesture patterns under controlled conditions. In addition to the 
secondary dataset, a primary dataset was also prepared, consisting of up to 500 video samples of hand 
gesture movements. This primary dataset serves as the core training and testing material for validating 
the proposed method’s performance. 

This study adopts a 3-fold cross-validation approach to evaluate the performance of the proposed 
method. The dataset is divided into three equal parts, with each part used once as validation data while 
the remaining two parts serve as training data. Cross-validation, also known as k-fold validation, is 
commonly employed to improve evaluation reliability and minimize overfitting [29]. The analysis of 
test data is conducted only after all testing procedures have been completed and the corresponding 
output has been generated. 
 

4. Initial Preparation and Initiation 
The proposed hand isolation method integrates a sequential detection and classification pipeline. 

MediaPipe Hands (MPH) is first employed to localize the wrist region based on landmark detection. 
The extracted region is then passed to YOLOv8, which classifies the presence of a visual marker to 
determine whether the hand should be isolated for further processing. 

Media Pipe Hands (MPH) is utilized to detect hand landmarks in each video frame. Once the 
landmarks are extracted, the minimum and maximum positions across all landmark points are computed 
to define a bounding box encompassing the entire hand and wrist region. This bounding box is 

represented by the coordinates (x₁, y₁) and (x₂, y₂), corresponding to the top-left and bottom-right 
corners of the region of interest. 
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Figure 5.  
Python snippet for computes the minimum and maximum x and y. 

 
As shown in Figure 05, this code snippet computes the minimum and maximum x and y coordinates 

from 21 hand landmarks to form a bounding box that encapsulates the entire hand region. The 
coordinates are normalized based on frame dimensions to ensure accurate spatial localization. 

After obtaining the bounding box coordinates, the segmentation process is carried out to extract the 
hand region of interest (ROI) for classification. This is achieved using OpenCV’s built-in cropping 

function, which takes the coordinates (x₁, y₁, x₂, y₂) to isolate the relevant region from the original 
frame. A script for resulting segmentation output are provided in the Figure 06. below. 
 

 
Figure 6.  
Python snippet for ROI cropping using bounding box coordinates. 

 
Figure 7 below shows an example of segmented hand data used during training. The image 

illustrates how the region of interest (ROI) was extracted from the original frame to isolate the hand. 
This segmentation process was essential for preparing consistent input for the classification model. 
 

 
Figure 7.  
Example of segmentation results: white marker, black marker and no marker. 

 
There are 1000 data without markers (normal hands) and 1000 data with markers (hands with 

markers on the wrist). The data is then manually labelled with two classes that are band, which is hand 
with marker and no band, for hand without marker. All this data was then divided into 70% training 
data, 20% validation data, 10% test data. 

YOLO is used to train a classification model to distinguish between hands with and without 
markers on the wrist. The labelled training data was used to train the model. The training data used 65 
epochs and resulted in an accuracy above 90%, as shown in Figure 08. The following graph, Figure 08., 
shows the results of checking the accuracy. 
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Figure 8.  
Post-training accuracy check graph. 

 
After the YOLO model is complete, all scripts are put together where the video is taken, each frame 

is processed by detecting the wrist body part using MPH, the wrist result is cropped, then becomes 
input to YOLOv8 to be classified whether it has a marker or not. Only hands with markers will be 
retrieved and processed for further needs. 
 

5. Result and Discussion 
The testing process began with training the system to recognize palm patterns marked with visual 

indicators, which were stored as reference data. It was followed by training with unmarked hand 
gestures to evaluate the system’s response to non-target inputs. Both primary and secondary datasets 
were used during testing. The first scenario involved a single unmarked hand to check whether the 
system would ignore non-relevant inputs. The next test involved a single hand with a marker to 
confirm whether the system could correctly detect and classify the palm. A final test used multiple 
hands, with only one bearing a marker, to examine whether the system could focus on and isolate the 
correct palm object. An example of this testing scenario is presented in Figure 09.  
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Figure 9.  
Input examples for different test scenarios: one hand without 
marker, one hand with marker, multiple hands without marker, 
multiple hands with one marked hand. 

 
The proposed model integrates MediaPipe Hands for detecting the hand area and YOLO for 

classifying the presence of a visual marker. This combination shows strong performance in isolating the 
target hand, achieving accuracy above 90% under challenging conditions such as low lighting and rapid 
hand motion. Optimal results are obtained when the hand is positioned at a distance of approximately 
1.0 to 1.1 meters from the camera.  

The average processing time per frame was 36.8 milliseconds, which enables the system to operate 
at approximately 25–26 frames per second. This latency is within the acceptable threshold for real-time 
gesture control applications. Additionally, the marker must remain fully visible and unobstructed by 
other objects to ensure successful isolation.  

The following below, Table 01., is a table of complete test results conducted 800 times involving 
800 data of various conditions. 
 
Table 1.  
Testing Results. 

Testing Total Correct result 

One nonmarker hand 200 200 
One Hand Marker 200 200 

Many nonmarker hands 200 200 
Many hands + One marked hand 200 180 

 
Based on the test results involving 800 test data in the form of video data with visual images of one 

hand or more than one hand image, it is known that the YOLO modification results show success with 
97.5% accuracy. 

Several recent studies have demonstrated strong performance in hand gesture recognition and 
tracking using various deep learning approaches. Mujahid, et al. [24] utilized YOLOv3 for single-hand 
gesture classification and reported an accuracy of 97.68%, while Chang, et al. [25] implemented a 
YOLO-based model optimized for edge deployment, achieving 96.5% in real-time gesture recognition. 
Wibowo and Sugiarto [26] applied YOLOv5 for human–computer interaction using hand symbol 
classification, with performance ranging from 95% to 96%. 

In a different domain, Budzinski, et al. [30] employed MediaPipe’s 3D hand tracking to evaluate 
simulated hand movement accuracy in medical training environments. Their model achieved an average 
error of 3.1 mm over a 500 mm range, corresponding to an estimated tracking precision of 
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approximately 99.4%. However, their work did not involve gesture recognition or object isolation in 
visually cluttered scenes. 

More recently, Alsharif, et al. [31] combined YOLOv8 and MediaPipe for static ASL alphabet 
recognition. Their model achieved high precision (98%), recall (98%), and F1-score (99%), with a mean 
average precision (mAP) of 98% and mAP50–95 of 93%. Despite the high metrics, their study was 
conducted on single-hand static gesture images, without the challenge of isolating one hand among 
visually similar distractors. 
 
Table 2. 
Final Comparative Table of Hand Recognition Studies. 

Study Method Task Scenario Performance Metric 
Mujahid, et al. [24] YOLOv3 (Single hand) Single-hand gesture classification Accuracy: 97.68% 
Chang, et al. [25] YOLO + Edge deployment One-hand real-time gesture 

recognition 
Accuracy: 96.5% 

Wibowo and Sugiarto 
[26] 

YOLOv5 for gesture 
classification 

Single-hand HCI-based symbol 
classification 

Accuracy: 95–96% 

Budzinski, et al. [30] MediaPipe 3D tracking 
(medical training) 

3D motion analysis for simulated 
hand movement 

3.1 mm avg error 
(~99.4%) 

Alsharif, et al. [31] YOLOv8 + MediaPipe (ASL 
static images) 

ASL alphabet recognition from 
static gesture images 

Precision: 98%, Recall: 
98%, F1: 99%, mAP: 
98%, mAP50–95: 93% 

This Study (MPH–
YOLO) 

MediaPipe + YOLOv8 (Multi-
hand) 

Isolating one hand among multiple 
similar hands 

Accuracy: 97.5% 

 
Compared to these studies, as shown in Table 02., the present research introduces a novel 

contribution by addressing the challenge of isolating a single target hand from among multiple visually 
similar hand objects. Using a modified integration of MediaPipe and YOLOv8, our model achieved an 
accuracy of 97.5% under test conditions that included low lighting, hand motion, and multi-hand 
interference. This positions our approach as a distinct solution within the landscape of hand recognition 
systems, especially in scenarios requiring selective attention and control.  

Based on the research and testing, it is known that the development of MPH-YOLO showed good 
and significant success.  
 

6. Conclusion 
Based on the test results involving 800 video samples containing visual input of single and multiple 

hand gestures, the modified MPH-YOLO model achieved an accuracy of 97.5%. These findings 
demonstrate the model’s effectiveness in isolating the intended hand object using visual markers. 
However, this study also highlights a potential area for future research: enabling palm recognition 
without relying on markers. Future development will focus on identifying the primary hand object in 
multi-hand scenarios using markerless detection strategies.  
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