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Abstract: This study develops and evaluates a generative AI-powered storytelling model designed to 
enhance cultural tourism by providing personalized, multilingual, and emotionally engaging visitor 
experiences. Grounded in a theoretical model integrating semiotic theories, human-centered AI design, 
and multimodal interaction, the model conceptualizes AI as a co-partner in culturally meaningful 
storytelling rather than merely a passive recommender. Addressing a critical gap in tourism 
technologies—the lack of adaptive, narrative-based interpretation tools—the study introduces a hybrid 
architecture integrating the GPT-4o model for dynamic storytelling, Retrieval-Augmented Generation 
(RAG) for context-sensitive recommendations, and a custom image-generation pipeline. A mobile 
application deploying this model was tested across four heritage sites in Bangkok with 400 international 
tourists from Thailand, China, Japan, Europe, and ASEAN. Model training occurred over 100 epochs 
using an 80/20 split, achieving an F1-score of 89.94%, classification accuracy of 87.39%, and semantic 
similarity scores of up to 0.95. Empirical findings indicate significant improvements in emotional 
engagement, cultural understanding, satisfaction, recommendation intentions, and memory retention. 
These findings reinforce the model’s efficacy, offering pragmatic guidelines for tourism authorities and 
cultural enterprises to modernize visitor services and appeal to global audiences through intelligent, 
adaptive storytelling. 

Keywords: Cultural tourism, Personalized storytelling, Generative artificial intelligence, GPT, Human-centered AI. 
retrieval-augmented generation (RAG). 

 
1. Introduction  

In recent years, the importance of Artificial Intelligence (AI) in modern businesses and its 
applications has grown rapidly. Nowadays, the value of AI-driven innovation in creating and enhancing 
competitive advantages requires a comprehensive understanding of its impact on processes and platform 
integration across all types of organizations [1]. The effectiveness of operations within firms is 
increasingly influenced by AI-driven innovation. 

Tourism is among the industries where these technological advancements have become particularly 
significant. The demand for personalized, inclusive, and interactive visitor experiences has increased 
considerably. While traditional interpretive methods—such as signage, printed brochures, and pre-
recorded audio guides—continue to provide essential information, they often fall short of meeting the 
evolving expectations of contemporary tourists [1]. These methods typically deliver static and generic 
content that lacks the flexibility to adapt to individual preferences, situational contexts, and linguistic 
diversity [2, 3]. 

International visitors, in particular, frequently encounter language barriers and limited access to 
culturally tailored information, which can diminish emotional engagement and reduce the quality of 
their experiences. Moreover, while human tour guides can offer valuable personalized services, their 
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scalability and availability remain limited, especially at remote or overcrowded cultural heritage sites 
[4]. 

The rapid advancement of artificial intelligence (AI), particularly in the area of generative models 
and large language models (LLMs), offers a compelling solution to these challenges [5, 6]. Generative 
AI technologies such as GPT-4o enable dynamic narrative generation, multilingual communication, and 
context-aware recommendations [7]. When integrated into mobile applications, these models have the 
potential to act as virtual tour guides, capable of providing visitors with real-time responses, 
recommending points of interest (POIs), suggesting accommodations, and even facilitating in-depth 
cultural conversations [8, 9]. Unlike traditional guides or static media, emerging technologies such as 
hybrid and XR narrative applications have been shown to deliver more personalized and engaging 
experiences, better adapting to user preferences and situational contexts [10, 11]. The integration of 
custom image generation enhances these narratives, making visitors active participants in visually 
engaging cultural stories [12]. 

To address these possibilities, this study investigates the application of generative AI in enhancing 
cultural tourism through interactive, multilingual, and personalized storytelling. A mobile application 
was developed and deployed, leveraging GPT-4o and a custom image generation model to generate 
dynamic narratives based on user-selected POIs and preferred genres [13]. To ensure cultural 
relevance and conversational fluency, the AI model was fine-tuned using the Survey Questionnaire 
Dataset, supplemented with local cultural datasets. The research employed a mixed-methods approach, 
combining experimental field deployment with survey-based evaluations [14]. Data were collected from 
a stratified random sample of 400 domestic and international tourists at four major cultural heritage 
sites in Thailand. Their experiences were assessed through structured questionnaires and interviews 
focused on emotional engagement, cultural learning, and satisfaction [15]. 

Preliminary findings indicate that AI-generated narratives significantly enhance emotional 
connection, cultural comprehension, and the likelihood of visitors recommending the sites to others. 
Furthermore, personalized storytelling and multilingual interactions contribute to higher levels of 
satisfaction and memory retention. This research makes a notable contribution to the emerging field of 
AI-enhanced tourism by demonstrating how generative AI can be ethically and practically applied to 
foster deeper cultural connections and improve interpretive services. The results offer valuable insights 
for tourism authorities and cultural heritage managers aiming to modernize visitor experiences through 
scalable, adaptive, and inclusive digital solutions. 
 

2. Literature  
Generative AI refers to models capable of creating text, images, or other media based on input data. 

Models like GPTs are widely used for tasks such as image, audio, and text generation [16] forming the 
foundation of modern Large Language Models (LLMs), which produce coherent, context-aware outputs 
[17]. Variational Autoencoders (VAEs) further enhance generative performance by learning complex 
data distributions to produce diverse, realistic content [5]. 

Advances in object detection, driven by mobile device proliferation, have also contributed to 
generative tasks. For example, YOLOv8 incorporates sophisticated feature extraction for improved real-
time content generation [18-20]. Within the tourism industry, AI has emerged as a promising tool for 
addressing longstanding challenges. As demand grows for personalized, immersive travel experiences, 
AI technologies—particularly machine learning (ML), recommender models, and conversational 
agents—are being adopted to enhance visitor engagement and provide context-sensitive guidance [21, 
22]. Beyond tourism, AI's proven impact on business intelligence and decision-making [23] reinforces 
its relevance for designing intelligent, adaptive service ecosystems, including tourism guidance 
platforms. 
 
 
 



1438 

 

 

Edelweiss Applied Science and Technology 
ISSN: 2576-8484   

Vol. 9, No. 7: 1436-1451, 2025 
DOI: 10.55214/25768484.v9i7.8936 
© 2025 by the authors; licensee Learning Gate 

 

2.1. Theoretical Foundation and Model Innovation 
This study builds on an integrated theoretical framework that combines semiotic theory, human-

centered AI design, and emerging views of generative AI as a narrative agent in cultural tourism. 
Together, these elements enable a multilingual, emotionally engaging, and culturally specific 
storytelling model. From a semiotic perspective, the framework follows Baudrillard’s theory of symbolic 
representation, emphasizing the need to preserve cultural authenticity in digital interpretation. The 
model addresses this by training on relevant cultural datasets and fine-tuning with structure-aware 
language generation, aligning with Landini [4] call for ethical, sustainable AI [4]. 

The model conceptualizes generative AI not merely as a recommendation tool, but as an active co-
creator in the construction of cultural narratives. This aligns with recent research on AI-generated 
folklore [2] and GPT-powered heritage storytelling [1, 9] reflecting a broader recognition of AI's 
ability to create both cultural and business value through adaptive, user-centered technologies [23]. 
Such perspectives are particularly relevant to tourism, where intelligent models must support 
personalized, real-time engagement in diverse cultural settings. The framework also incorporates 

multimodal interaction theory, combining GPT-4o for multilingual text generation, DALL·E and 
Hugging Face APIs for personalized image creation, and Retrieval-Augmented Generation (RAG) with 
PostgreSQL for context-aware recommendations. The importance of visual storytelling in AI 
applications is well established [3] while co-creative, emotionally rich design approaches have proven 
effective in heritage education and museum interpretation [6]. 

Technically, the model employs a hybrid architecture consisting of (1) GPT-4o for adaptive 
narrative generation, (2) a PostgreSQL-based Retrieval-Augmented Generation (RAG) database for 
personalized recommendations, (3) custom image generation for visual enrichment, and (4) API 
integration for real-time environmental and event data. This architecture builds on recent advances in 
generative AI, particularly in visual storytelling [3], multimodal interaction [9] and hybrid XR 
narrative design [10] which have demonstrated the potential of AI to deliver more engaging, culturally 
nuanced experiences in heritage and tourism contexts. By integrating these foundations, the proposed 
model addresses key gaps identified in tourism AI research [22, 24] moving beyond static information 
delivery toward adaptive, emotionally resonant, and culturally specific storytelling. It supports inclusive 
AI innovation in cultural tourism [7] and contributes to emerging concepts of AI-generated 
imaginative geographies [5]. 
 
2.2. AI for Emotion Analysis and User-Centric Recommendation 

Emotion-aware AI and intelligent recommendation models are increasingly central to modern 
tourism design. For example, supervised learning approaches such as Naïve Bayes and SVM have 
demonstrated high precision in detecting emotional cues from travel blogs [25] highlighting the 
potential of sentiment analysis to enhance AI-driven recommendations. Recent research has expanded 
beyond basic emotion detection to enable context-specific, real-time suggestions. Notably, AI models for 
tourist guidance [18] bio-inspired mobile recommendation models in religious tourism [19] and 
advanced POI personalization frameworks [20, 21] all demonstrate the growing sophistication of AI in 
understanding user preferences and situational needs. 

Gamification has further enhanced AI-driven engagement. Studies show that AI-powered gamified 
apps boost tourist participation, while AI attraction mapping and smart tourism platforms improve 
decision-making and service personalization [26, 27]. Conversational AI, particularly chatbots, plays a 
key role in facilitating real-time tourist assistance. Research highlights how AI chatbots reduce 
loneliness, improve emotional well-being [28] and enable seamless multilingual interactions via NLP-
powered voice assistants [29]. Hybrid models combining deep learning and collaborative filtering have 
achieved high accuracy in addressing tourist queries and guiding city exploration [30, 31]. 

Despite these advances, few studies explore generative AI as a cultural storyteller. Addressing this 
gap, the present study introduces a generative AI-powered tourism guidance model that integrates 

GPT-4o’s narrative capabilities with DALL·E and Hugging Face image generation. The model serves 
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as a culturally adaptive digital guide, delivering real-time, personalized storytelling that fosters deeper 
emotional connection, cultural understanding, and visitor satisfaction at heritage sites. 

In recent years, Generative AI has gained significant momentum in tourism research, particularly 
after the introduction of advanced models like ChatGPT-4o and image generation models [1, 3]. 
Bibliometric analysis by To and Yu [22] highlights a sharp increase in AI publications in tourism and 
hospitality since 2023, with Generative AI emerging as a key focus area. Similarly, Fouad, et al. [24] 
provide a comprehensive review identifying Generative AI's potential for enhancing user experiences, 
but also note the persistent gap in multimodal, narrative-based applications for cultural tourism [24]. 
These findings underscore the need for integrated, adaptive AI models that deliver personalized, 
context-aware storytelling, addressing both linguistic and cultural diversity—a gap this study directly 
targets. 

 
Table 1. 
Summary of Recent Literature Review on Generative AI in Cultural Tourism in 2025. 

Author (Year) Methods Contribution Gap/ Limitation 

Mogre, et al. [1]  

GPT-based narrative 
architecture 

AI storytelling for built heritage 
Lacks emotional and interactive 
elements 

Oztabak [2] Folklore text generation 
Culturally resonant folklore 
content 

No multilingual or mobile 
deployment 

Martinez, et al. [3]  

AI-based visual 
storytelling analysis 

Visual narratives through AI-
generated imagery 

Lacks real-time, context-aware 
interaction 

Alkhateeb, et al. 
[5] 

Generative AI for 
landscape representation 

Cultural scenic generation 
No link to interactive tour 
experiences 

George and 
Mattathil [7] 

Qualitative design with 
AI 

Inclusive AI for cultural tourism 
Business-centric, limited focus on 
user experience 

Massidda, et al. 
[10] 

Hybrid XR and 
multisensory design 

Authoring tools for cultural 
storytelling 

Focused on authoring tools, not 
real-time adaptive personalization 

Alharbi, et al. [19]  

Chatbot user experience 
survey 

AI-guided religious tourism 
Contextual only, lacks generative 
storytelling 

Sidiq and Sahman 
[25] 

Model-driven AI 
personalization 

Smart, tailored tourism services 
No integration of visual cultural 
narratives 

To and Yu [22] 

Mapping analysis of AI in 
tourism & hospitality 

Identified a sharp increase in AI 
research—with a clear rise in 
generative AI (e.g. ChatGPT) 

Existing models lack interactive, 
itinerary-linked, narrative-based 
functionalities. 

 
2.3. Conceptual Framework 

The conceptual foundation of this study adopts an integrated, human-centered AI approach to 
tourism guidance, emphasizing the role of multimodal artificial intelligence in enriching visitor 
experiences. By combining advanced natural language processing for text and speech, visual content 
generation, dynamic content management, personalized recommendations, and intuitive user 
interaction, the proposed model addresses key challenges faced by modern tourists.  

The framework positions AI not merely as a passive information provider but as an active co-
creator of personalized, culturally specific narratives, offering real-time, linguistically inclusive, and 
emotionally resonant guidance [32]. At its core, the model integrates OpenAI's GPT-4o for natural 

language and speech processing [1, 9]. DALL·E and Hugging Face APIs for personalized image 
generation [3, 13] and a PostgreSQL-powered Retrieval-Augmented Generation (RAG) model for 
context-aware knowledge retrieval and adaptive recommendations [33]. This human-centered, AI-
driven framework enhances cultural tourism by delivering contextually appropriate, personalized, and 
visually enriched storytelling that fosters deeper visitor engagement, cultural understanding, and 
satisfaction. 
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Figure 1. 
The Conceptual Framework of AI-Enhanced Multimodal Tourism Guidance. 

 

3. Methodology 
The development of generative AI-powered storytelling model for cultural tourism was grounded in 

a comprehensive, data-driven methodology designed to ensure the model's practical effectiveness and 
reliability in real-world settings. 

The model architecture comprises several interconnected AI components operating seamlessly to 
provide personalized, real-time support to tourists: 

• Large Language Model (LLM, GPT-4o): Enables natural language understanding and 
multilingual response generation 

• Retrieval-Augmented Generation (RAG) with PostgreSQL: Facilitates knowledge retrieval, 
personalization, and context adaptation based on user queries, preferences, and location data 

• Custom Image Generation Pipeline (DALL·E, Hugging Face APIs): Produces visually appealing, 
culturally relevant content to complement textual responses 

To ensure the delivery of accurate, adaptive, and culturally appropriate information, the model 
accesses dynamically curated databases of points of interest, accommodations, events, and other 
tourism-related content through real-time Application Programming Interfaces (APIs). Additionally, 
custom actions enable the chatbot to retrieve up-to-date information such as weather conditions, hotel 
availability, and event schedules from external sources. 

A human-centered, systematic approach was applied throughout model development, including: 

• Structured data collection from 400 tourists representing diverse cultural backgrounds 

• An 80/20 train-test split to facilitate unbiased evaluation 

• Iterative model training over 100 epochs, with continuous monitoring of performance metrics 
such as loss, accuracy, and F1-score 
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• Sentiment analysis to assess user acceptance and guide model refinements 
This integrated methodology ensures that the AI-enhanced tourism guidance model can deliver 

reliable, engaging, and personalized experiences, aligning with the evolving expectations of modern, 
culturally diverse tourists. 

 

 
Figure 2. 
Architecture of AI based Multi-Model Tourism Guidance. 

 
3.1. Dataset Description 

This study utilized two complementary datasets to develop and evaluate the AI-powered tourism 
guidance model. The first dataset was collected from 400 tourists during controlled field trials at four 
major cultural heritage sites in Bangkok, Thailand. Participants were recruited through stratified 
random sampling to ensure diversity in nationality, age, and language proficiency. The group included 
both Thai and international tourists from China, Japan, Europe, ASEAN, and other regions. The sample 
size was calculated using [34] with a 95% confidence level and a 5% margin of error. The dataset 
included: 

• Demographics: Age, gender, nationality, language proficiency 

• Travel behavior: Frequency of cultural site visits, preferred information formats (text, audio, 
visual) 

• Attitudes toward AI: Expectations, concerns, and willingness to engage with AI-generated 
narratives 
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• Interaction data: Text and speech inputs, AI-generated images, sentiment feedback (positive, 
neutral, negative), and AI-generated captions evaluated for semantic similarity to human 
references 

The second dataset was collected during the 12-month real-world deployment of the mobile 
application at the same heritage sites. It included anonymized interaction logs from thousands of 
tourists, covering: 

• Click-throughs on AI recommendations 

• Selection of points of interest (POIs) 

• Engagement with AI-generated narratives and images 

• Usage patterns such as language preference and interaction duration 
The structured dataset was used for model training and validation (see Section 3.2), while the 

behavioral dataset supported real-world platform evaluation (see Section 5). 
 
Table 2.  
Descriptive Statistics of Participants. 

Group Samples (n) % Mean Age (Years) SD (Age) 
Domestic (Thailand) 120 30.00% 29.5 7.2 

China 85 21.25% 27.3 6.5 
Japan 50 12.50% 28.1 5.9 

Europe 60 15.00% 32.4 8 
Neighboring Countries (ASEAN) 55 13.75% 30 6.8 

Other Regions 30 7.50% 31.7 7.5 

Total 400 100% — — 
Note: Neighboring Countries include visitors from ASEAN member countries such as Malaysia, Singapore, and Vietnam. 

 
3.2. Data Preparation 

A systematic data preparation process was undertaken to ensure reliable model training and robust 
performance evaluation. The structured dataset, collected from 400 tourists as outlined in Section 3.1, 
served as the foundation for AI model development. 

The dataset was partitioned using an 80/20 train-test split, enabling the model to learn from a 
diverse set of user inputs while reserving a portion of the data for unbiased assessment of its 
generalization capability. 
The data preparation steps included: 

• Text and speech inputs were cleaned, tokenized, and encoded to ensure compatibility with the 
GPT-4o model. 

• Image caption data was preprocessed to facilitate training of the image generation and captioning 

pipeline, leveraging DALL·E and Hugging Face APIs. 

• Sentiment labels, derived from participant feedback, were categorized as positive, neutral, or 
negative to guide model refinement and support the development of emotionally resonant model 
responses. 

• Semantic similarity scores between AI-generated captions and human-authored references were 
computed to support subsequent evaluation of narrative quality and contextual relevance. 

To prevent data leakage and ensure the validity of applied model evaluation, all interaction logs and 
behavioral data obtained during real-world deployment were strictly excluded from the training 
process. These data were reserved exclusively for performance evaluation in the applied case study (see 
Section 5). 

This structured and controlled approach ensured the AI model's capacity to deliver personalized, 
adaptive, and culturally relevant interactions while maintaining the integrity and independence of real-
world model validation. 
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3.3. Model Training 
Following data preparation, the AI model was trained to enable personalized, adaptive, and 

culturally relevant interactions with tourists. The model architecture integrated several key AI 
components to deliver a comprehensive, multimodal experience: 

• Large Language Model (LLM): Facilitates natural language understanding and response 
generation 

• Retrieval-Augmented Generation (RAG) System: Powered by PostgreSQL for real-time 
knowledge retrieval and contextual adaptation 

• Custom Image Generation Pipeline: Utilizes DALL·E and Hugging Face APIs to produce visually 
enriched and culturally appropriate content 

The model was trained over 100 epochs, using a combined loss function to optimize both textual 
and visual outputs: 

• Mean Squared Error (MSE): Minimized discrepancies between AI-generated responses or image 
captions and human references 

• Kullback-Leibler (KL Divergence): Encouraged the model to generate diverse yet contextually 
consistent content, enhancing the quality of AI interactions 

Throughout the training process, performance metrics such as loss, accuracy, and F1-Score were 
closely monitored. This ensured the model could deliver reliable, high-quality responses that met the 
expectations of tourists in real-world cultural tourism scenarios. 
 
3.4. Model Evaluation 

Following model training, a series of controlled experiments were conducted to assess the model's 
effectiveness in real-world tourism scenarios. These tests simulated typical tourist interactions ranging 
from simple greetings and general inquiries to more complex tasks such as: 

• Providing personalized, location-specific recommendations 

• Generating AI-assisted cultural narratives 

• Delivering visually enriched content through AI-generated images and descriptions 
The evaluation process focused on two key dimensions, aligning with prior research highlighting 

the importance of machine learning-driven personalization and intelligent decision-making in complex, 
user-centric environments [35, 36]. 
 
3.4.1. Conversational and Recommendation Performance 

1. Accuracy: Measures the proportion of correctly predicted outcomes (both positive and negative) 
relative to the total number of predictions. 

Accuracy =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
     (1) 

2. Precision: Indicates the proportion of true positive predictions out of all positive predictions made 
by the model. High precision reflects fewer false positives. 

Precision =    
𝑇𝑃

𝑇𝑃+𝐹𝑃
      (2) 

3. Recall: Reflects the model's ability to correctly identify all actual positive cases, representing its  
sensitivity to relevant outcomes. 

Recall   =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
      (3) 

F1-Score: Represents the harmonic mean of precision and recall, providing a balanced measure of 
the model's overall accuracy, especially useful in cases with class imbalance. 

F1-Score  =               2 ×  
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙)
       (4) 

where: 
TP : True Positives — Correct positive predictions 
TN : True Negatives — Correct negative predictions 
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FP : False Positives — Incorrect positive predictions 
FN : False Negatives — Incorrect negative predictions 
 
3.4.2. Visual Content Generation Quality 

In addition to conversational evaluation, the quality of AI-generated image descriptions—which 
support visual storytelling for cultural tourism—was assessed using cosine similarity, comparing AI-
generated captions with human-authored references from the test dataset. The formula for cosine 
similarity is as follows: 

Cosine similarity  =   
𝐴.𝐵

‖𝐴‖.‖𝐵‖
     (5) 

where:   

𝐴 𝑎𝑛𝑑 𝐵  represent the TF-IDF vector representations of two text descriptions 

A ⋅ B  is the dot product of the two vectors 

‖𝐴‖. ‖𝐵‖  are the magnitudes (norms) of the respective vectors 
A higher cosine similarity score indicates greater semantic alignment between the AI-generated and 

human-authored descriptions, reflecting the model's ability to generate contextually appropriate and 
meaningful visual content. 
 

4. Findings 
To evaluate the performance of the proposed generative AI model for personalized storytelling in 

cultural tourism, an empirical experiment was conducted using data collected from 400 participants, 
comprising both domestic and international tourists who visited four major cultural heritage sites in 
Bangkok. These participants represented diverse backgrounds, including visitors from Thailand, China, 
Japan, Europe, neighboring ASEAN countries, and other regions. The dataset was divided into training 
and testing sets using an 80/20 split approach, ensuring a robust evaluation of the model's 
generalization capability. 
 
4.1. Model Training and Learning Progress 

The model was trained over 100 epochs, with its learning progress continuously monitored through 
loss and accuracy metrics. As illustrated in Figure 3, the loss values exhibited a consistent downward 
trend, reflecting the model's ability to minimize prediction errors during training. In parallel, the 
accuracy steadily increased and stabilized at approximately 95%, indicating the model's growing 
proficiency in understanding and classifying complex, multimodal tourism data. 

 

 
Figure 3.  
Model Loss and Accuracy Trends over 100 Epochs of Training. 
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4.2. Model Performance Evaluation 
Following the completion of training, the model was evaluated using the reserved test dataset. The 

evaluation was conducted based on 880 interaction instances, representing text inputs, speech queries, 
and image prompts submitted by users during model testing. The classification results are summarized 
in the confusion matrix below: 

 
Table 3. 
 Classification Outcomes and Performance Metrics of Generative AI Model 

Item Value 

True Positives (TP) 496 

True Negatives (TN) 273 
False Positives (FP) 74 

False Negatives (FN) 37 
Precision 87.02% 

Recall 93.06% 
F1-Score 89.94% 

Accuracy 87.39% 

 
These results demonstrate the model's high reliability in accurately identifying user intents and 

generating relevant, context-aware responses across diverse interaction scenarios. In addition, 
sentiment analysis of user feedback achieved 85.4% classification accuracy, providing reliable insights 
into tourist emotional responses and supporting model refinement for improved narrative delivery. 
 
4.3. Caption Generation Evaluation 

Beyond classification performance, the model's capability to generate meaningful and contextually 
appropriate image captions was assessed by comparing AI-generated captions to human-labeled 
references using semantic similarity analysis. The similarity scores ranged from 0.80 to 0.95, 
highlighting the model's ability to produce coherent and culturally relevant visual descriptions. 

 
Table 4.  
Caption Generation Similarity Scores Compared to Human-Labeled Data. 

Test Sample Human-Labeled Caption AI-Generated Caption 
Similarity 

Score 
1 "Tourists explore the temple courtyard" "Visitors walk through the temple area" 0.92 

2 "Traditional dance performance on stage" "Cultural dance show at the stage" 0.89 

3 "Street market with local food vendors" "Local street vendors sell traditional food" 0.85 
4 "Boats along the riverside during sunset" "Small boats seen at riverside at dusk" 0.9 

5 "Visitors viewing ancient mural paintings" "Tourists observe mural art on walls" 0.95 

6 "Children playing near the cultural center" 
"Kids enjoy games close to cultural 
building" 

0.8 

7 "Tourists taking photos of the pagoda" "Visitors capture images of the pagoda" 0.91 

8 "Locals and tourists enjoy night festival" "Festival-goers participate in night event" 0.88 
Note: Similarity scores were calculated using semantic similarity measures between human-labeled and AI-generated captions. 

 
4.4. Model Comparison and Performance Analysis 

To further validate the effectiveness of the proposed generative AI-powered storytelling model, a 
comparative evaluation was conducted against baseline models, including Random Forest and Gradient 
Boosting, commonly used in classification tasks. This approach aligns with recent research emphasizing 
the importance of benchmarking AI models in applied decision-making contexts, where Random Forest 
and Gradient Boosting remain competitive baselines in classification tasks [37, 38]. Moreover, 
comparative studies show the growing effectiveness of generative AI models in outperforming these 
traditional classifiers under specific conditions [39]. 



1446 

 

 

Edelweiss Applied Science and Technology 
ISSN: 2576-8484   

Vol. 9, No. 7: 1436-1451, 2025 
DOI: 10.55214/25768484.v9i7.8936 
© 2025 by the authors; licensee Learning Gate 

 

As illustrated in Figure 4, the Receiver Operating Characteristic (ROC) curves compare the 
proposed model with the baseline models. The x-axis represents the False Positive Rate, while the y-
axis represents the True Positive Rate. A larger area under the curve (AUC) reflects superior 
discrimination capability. 

The results demonstrate that the proposed AI model (depicted with a solid black line) outperforms 
the baseline methods, achieving superior classification performance across various decision thresholds. 
 

 
Figure 4. 
ROC Curves for Multimodal AI Tourism Guidance Model Compared to Baseline Methods. 

 
In addition, a subgroup analysis was performed to assess model performance across different tourist 

segments. The results are presented in Table 5, highlighting key metrics, including AUC-ROC, 
Precision, Recall, F1-Score, and Accuracy for each group. 
 
Table 5.  
Performance Metrics Across Tourist Segments. 

Metric Overall Thai Tourists International Tourists Frequent Visitors First-time Visitors 
AUC-ROC 0.92 0.94 0.91 0.93 0.89 

Precision 0.87 0.89 0.86 0.88 0.85 
Recall 0.91 0.93 0.89 0.92 0.87 

F1-Score 0.89 0.91 0.87 0.9 0.86 
Accuracy 0.88 0.9 0.87 0.89 0.86 

 
4.5. Case Study: Application of the Model in Real Tourism Scenarios 

To assess the real-world applicability of the AI-powered multimodal tourism guidance model, an 
observational field study with pre-post comparisons was conducted over a 12-month period at four 
major cultural heritage sites in Bangkok, Thailand. This deployment followed the controlled field trials 
and model training with 400 tourists, as described in Section 3.1. 
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During the study period, anonymized interaction data were collected from approximately 12,400 
unique tourist sessions (averaging roughly 1,000 sessions per site per quarter). These interactions 
included multilingual text queries, speech inputs, engagement with AI-generated visual content, and 
click-through events on AI-recommended points of interest (POIs). 

To evaluate model effectiveness, key performance indicators (KPIs) were compared between the 
initial deployment phase (first month) and subsequent periods. Additionally, follow-up survey responses 
were obtained from a randomly selected sub-sample of 600 tourists, providing self-reported measures of 
cultural understanding and visitor satisfaction. 

The following results summarize the observed improvements relative to the pre-deployment 
baseline: 

• Attraction Recommendation Click-Through Rate increased by 17.6% (p < 0.05) 

• Venue Visit Conversion Rate rose by 12.8% (p < 0.05) 

• Cultural Understanding Self-Assessment Scores improved by 9.4% (p < 0.05) 

• Visitor Retention Intention (likelihood of future visit or recommendation) increased by 11.2% (p < 
0.05) 

These findings align with prior research on AI-driven tourism personalization Andrianto, et al. 
[18] and Alharbi, et al. [19] and indicate the model's potential to enhance tourist engagement and 
satisfaction in real-world heritage settings. 

 

 
Figure 5.  
Key Performance Indicators Over 12-Month AI Model Deployment for Tourism. 

 
Further analysis of the model's effectiveness across distinct tourist segments revealed consistent and 

statistically significant performance improvements, as summarized in Table 6. The findings indicate 



1448 

 

 

Edelweiss Applied Science and Technology 
ISSN: 2576-8484   

Vol. 9, No. 7: 1436-1451, 2025 
DOI: 10.55214/25768484.v9i7.8936 
© 2025 by the authors; licensee Learning Gate 

 

that the model positively influences key engagement and cultural indicators, including click-through 
rate, conversion rate, cultural understanding, and retention intention, across both domestic and 
international tourist groups. 
 
Table 6. 
Performance Metrics Improvement Across Tourist Segments 

Tourist Segment Click-Through Rate Conversion Rate Cultural Understanding Retention Intention 

Thai Tourists +18.5% (p < 0.05) +13.2% (p < 0.05) +10.3% (p < 0.05) +12.5% (p < 0.05) 

International Tourists +16.8% (p < 0.05) +12.4% (p < 0.05) +8.7% (p < 0.05) +10.6% (p < 0.05) 

Repeat Visitors +15.9% (p < 0.05) +11.1% (p < 0.05) +9.2% (p < 0.05) +10.4% (p < 0.05) 

First-Time Visitors +18.1% (p < 0.05) +13.5% (p < 0.05) +9.6% (p < 0.05) +11.8% (p < 0.05) 
Note: Improvements were measured against model usage data from the first month of deployment. Statistical significance was confirmed using 
paired t-tests at a 95% confidence level. 

 
While the results highlight the model's potential to enhance short-term tourist engagement and 

cultural understanding, they primarily reflect initial user interactions. Longitudinal research is required 
to assess its long-term effectiveness, including knowledge retention, sustained behavior change, and 
cross-cultural applicability. Future studies should also consider how factors such as prior cultural 
exposure and digital literacy may influence these outcomes. 
 

5. Discussion 
The applicability of generative AI in enhancing immersive cultural tourism experiences through 

adaptive, multimodal, and tailored storytelling was a central focus of this research. The empirical results 
provide clear support for this objective, demonstrating that AI-based digital storytelling can effectively 
increase visitor engagement and promote deeper cultural understanding in heritage environments. 
These findings align with the growing body of research emphasizing AI's role in modernizing tourism 
services [18, 19]. 

Beyond its demonstrated technical capabilities, the implementation of generative AI in this context 
raises important theoretical and practical considerations. The model’s performance, as evidenced by 
precision (87.02%), recall (93.06%), F1-score (89.94%), and high semantic similarity scores for AI-
generated captions (0.80–0.95), highlights its ability to process user input and generate contextually 
relevant narratives. These results correspond with existing research highlighting the contributions of 
adaptive AI and deep learning algorithms to real-time content delivery and enhanced user experiences 
in tourism [40, 41] and business applications [36]. 

Building upon previous research, the present work positions generative AI not merely as a 
functional tool for itinerary planning or information delivery [19, 21] but as an active agent in the co-
creation of immersive, narrative-driven cultural experiences. Through the integration of multimodal 
inputs (text, audio, and image prompts) and outputs (visual content and personalized recommendations), 
the model demonstrates how AI can facilitate interactive and emotionally resonant heritage 
interpretation. This development reflects a broader technological shift in which AI increasingly enables 
personalized and engaging tourism experiences [18, 23]. 

However, the application of AI in cultural tourism introduces considerable ethical and 
epistemological challenges. While the model successfully generated adaptive content, concerns remain 
regarding the risk of algorithmic storytelling oversimplifying or misrepresenting complex cultural 
meanings—issues that have been widely discussed in the literature on AI and cultural authenticity [42]. 
To mitigate these risks, the model incorporated a semiotic-inspired framework informed by 
Baudrillard's theory to help preserve the symbolic richness of cultural expressions. This approach is 
consistent with contemporary academic discourse, which emphasizes the importance of preserving 
cultural integrity and ensuring that cultural richness is maintained in AI-driven heritage tourism 
experiences [6, 12]. 
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In addition to its theoretical contributions, the model's practical deployment yielded consistent 
improvements in key performance indicators, including click-through rates, conversion rates, cultural 
understanding, and visitor retention across diverse tourist groups. These empirical results reinforce the 
potential of generative AI as both a scientific innovation and a practical tool for advancing tourism 
development strategies [20, 26, 29]. 

Finally, this work contributes to a broader understanding of AI's transformative role in creating 
business value and supporting informed decision-making. The results underline the potential of 
generative AI to deliver personalized, context-aware cultural interpretation, while also emphasizing the 
importance of responsible implementation to safeguard cultural integrity [23, 43]. 

 

6. Conclusion 
This study demonstrates the feasibility of leveraging generative AI to deliver culturally immersive 

tourism experiences. Through the integration of GPT-4o, a RAG database, and custom image 
generation pipelines, the model provided personalized, real-time narratives and visuals that enriched 
visitor experiences at four heritage sites in Bangkok, Thailand. 

The results confirmed that the AI-based platform effectively enhanced user engagement, cultural 
learning, and overall visitor satisfaction. Furthermore, the model demonstrated strong performance and 
consistent improvements across key real-world indicators, validating its potential to support more 
meaningful and inclusive cultural tourism experiences. 

Despite these promising outcomes, several limitations must be acknowledged. The model evaluation 
was conducted through short-term deployments at selected heritage sites, leaving long-term impacts on 
cultural knowledge retention and visitor behavior unexamined. In addition, although cultural sensitivity 
was considered during AI content generation, challenges related to authenticity, bias, and broader 
ethical implications remain and require further exploration. 

Future research should investigate the longitudinal effects of AI-enhanced storytelling on cultural 
learning, expand testing across diverse cultural and linguistic contexts, and develop comprehensive 
ethical guidelines to ensure responsible use of generative AI in tourism. Such efforts are essential to 
ensure that AI technologies not only enhance visitor experiences but also contribute to sustainable, 
culturally sensitive, and inclusive tourism development in Thailand and beyond. 
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